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ABSTRACT

We develop and apply a method, called weighted-covariance factor decomposition (WCD), for reducing large estimated vector autoregressive moving-average (VARMA) data models of many "important" and "unimportant" variables to smaller VARMA-factor models of "important" variables and significant factors. WCD has four particularly notable features, compared to frequently used principal components decomposition, for developing parsimonious dynamic models: (1) WCD reduces larger VARMA-data models of "important" and "unimportant" variables to smaller VARMA-factor models of "important" variables, while still accounting for all significant covariances between "important" and "unimportant" variables; (2) WCD allows any mixture of stationary and nonstationary variables; (3) WCD produces factors, which can be used to estimate VARMA-factor models, but more directly reduces VARMA-data models to VARMA-factor models; and, (4) WCD leads to a model-based asymptotic statistical test for the number of significant factors. We illustrate WCD with U.S. monthly indicators (4 coincident, 10 leading) and quarterly real GDP. We estimate 4 monthly VARMA-data models of 5 and 11 variables, in log and percentage-growth form; we apply WCD to the 4 data models; we test each data model for the number of significant factors; we reduce each data model to a significant-factor model; and, we use the data and factor models to compute out-of-sample monthly GDP forecasts and evaluate their accuracy. The application's main conclusion is that WCD can reduce moderately large VARMA-data models of "important" GDP and up to 10 "unimportant" indicators to small univariate-ARMA-factor models of GDP which forecast GDP almost as accurately as the larger data models.
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1. Introduction.

Parsimony or minimizing the "size" of a model, without compromising its ability to fit data, is a major goal when estimating a model. Parsimony is often interpreted as seeking a model with the fewest number of estimated parameters and this objective is often furthered by choosing a model with a lowest information criterion (Akaike, 1973; Schwarz, 1978; Hannan and Quinn, 1979). Accordingly, because models with fewer variables tend to have fewer parameters, preferring models with fewer variables furthers parsimony. In vector autoregressive moving-average (VARMA) modelling of time-series data, parsimony means dropping insignificant coefficients of lagged variables or of lagged disturbances or zeroing out insignificant disturbance covariances. In state-space modelling of time-series data, parsimony means choosing models with the fewest state variables, which is called minimum realization (MR) and was ported from engineering to econometrics (Aoki, 1983, 1987; Mittnik, 1990a-b, 1992; Kapetanios and Marcellino, 2004).

Usually a model's subject matter suggests which variables should be included in it. However, often the subject matter is unclear about which variables are essential or "important" and which variables are inessential or "unimportant". To avoid the risk of excluding possibly essential variables, investigators often include inessential variables. Thus, models often have too many variables and there is no general agreement on a systematic subject-matter-free method for reducing surely too many variables to only essential ones. The present weighted-covariance factor decomposition (WCD) method offers one possible solution to this problem by weighting variables in a model according to their "importance". The idea is to start with a so-called "data model" of "equally weighted" subject-matter-given variables, estimate the model using some conventional estimation method, and, then, use WCD to reduce the data model to a "factor model" of "important" weighted variables and significant factors. By classifying given variables as "important" or "unimportant" and by reducing a data model to a factor model, WCD, in effect, removes redundant variables.

In the paper, we derive WCD, describe a method for computing WCD, state an asymptotic statistical test based on WCD for the number of significant factors, derive a method for reducing a VARMA-data model to a VARMA-significant-factor model, and apply these steps to VARMA-data models estimated using actual (nonsimulated) U.S. monthly-indicator and quarterly-GDP data from January 1959 to June 2002. Using Kalman-filtering-based maximum likelihood estimation (MLE; Zadrozny, 1990), we estimate 4 monthly VARMA-data models of log and percentage-
growth forms of 4 monthly coincident indicators, 10 monthly leading indicators, and quarterly real GDP. Although we also report decompositions of estimated data models based on equal weights on all variables, to evaluate WCD in terms of its ability to help develop models for forecasting GDP, in the application we focus primarily on decompositions of estimated data models based on GDP receiving unit weight and all the other indicator variables receiving zero weight.

Using the estimated data models and the derived factor models, we compute out-of-estimation-sample monthly forecasts of GDP and evaluate the forecasts' accuracies in terms of root mean-squared errors (RMSE). We produce and evaluate GDP forecasts mainly as a natural way of evaluating WCD and advocate WCD as a general tool for analyzing multivariate time-series models, not just as a tool for producing better forecasts. The application has the particularly interesting result that small high-frequency (monthly) factor models derived from larger high-frequency estimated data models, estimated using the monthly-quarterly data in their given mixed-frequency form, can produce high-frequency forecasts of "important" low-frequency GDP which are almost as accurate as forecasts made directly with the larger data models.

Hotelling (1933) introduced the principal components decomposition (PCD; Anderson, 1984, ch. 11). Let $C_k = E(y_t - \mu)(y_{t-k} - \mu)^T$, for $k = 0, 1, 2, \ldots$, denote the true covariance matrix of a vector of variables, $y_t$, and its $k$-period lag, $y_{t-k}$, and let $\hat{C}_k$ denote a data-based estimate of $C_k$. If PCD uses only $\hat{C}_0$ and not also $\hat{C}_{k_{1:k-1}}$, as is often the case, then, PCD is static. Angelini, Henry, and Mestre (2001), Bai and Ng (2002), and Stock and Watson (1989, 1998, 2002) used only $\hat{C}_0$ and, in this sense, produced static PCDs. Forni and Reichlin (1998) and Forni, Hallin, Lippi, and Reichlin (2000) used Fourier transformed $[\hat{C}_1]_{k=0}^k$, and, thus, produced dynamic PCDs. Similarly, here we use $[\hat{C}_0]_{k=0}^k$ and produce dynamic decompositions.

Earlier estimation of dynamic factor models (Sargent and Sims, 1977; Geweke and Singleton, 1981) was restricted to MLE. Because MLE is computationally very demanding, the models had few variables, few factors, and few estimated parameters and the work remained outside the econometric mainstream (Connor and Korajczyk, 1993). However, by the early 1990s, huge reductions in computing speed, cost, and effort and a shift of interest to much more easily computed PCDs, caused PCDs to be used to develop parsimonious estimated dynamic macroeconomic and financial forecasting models. PCD began to be used to reduce from several hundred real (i.e., observed) financial and
macroeconomic variables (Stock and Watson, 1989, 2002a-b; Forni et al., 1998, 2000; Angelini et al., 2001) to several thousand simulated variables (Bai and Ng, 2002), to a few (≤ 5) factors.

PCD is unrestricted because just to compute it requires no assumptions on a model, just that the sample covariance matrix being decomposed is positive definite, which occurs in practice with probability one if the sample has more sampling periods than variables and none of the variables exactly satisfy any linear equations. However, to support consistency of PCD for estimating the so-called approximate factor model (AFM), it has become customary to make relatively weak assumptions on a background AFM (Bai and Ng, 2002; Stock and Watson, 2002a-b), although this does not affect PCD computations. These assumptions usually restrict the AFM when the number of variables and sampling periods go to infinity. Although the classical approach to PCD (Anderson, 1963; 1984, ch. 11), which we follow here, also makes relatively weak assumptions about what happens when the number of sampling periods goes to infinity, it considers the number of variables fixed. In this regard, we adapt Anderson's asymptotic statistical test for the number of significant factors to the present setting. Because the adapted test is similarly based on relatively weak assumptions, it should be widely applicable.

WCD has three additional notable features, aside from having importance weights, being dynamic, and suggesting a test for significant factors.

1. Stationarity and invertibility. WCD applies to a data model whether it is stationary or nonstationary in any way, with a single or multiple trends, or is invertible or noninvertible (borderline or unit-root noninvertible, because a nonborderline noninvertible model can always be converted to an invertible model). This is because WCD uses a model's impulse-response or Wold-infinite-moving-average coefficients from 0 to h-1, where h denotes the finite number of chosen forecast periods, and these coefficients can be computed equally well regardless whether the data model is stationary, nonstationary, invertible, or noninvertible.

However, if some AR roots are nonstationary or near-nonstationary and h is sufficiently large, then, WCD will tend to "latch onto" the largest AR root and account for nearly 100% of weighted forecast-error covariances with one factor, a result which is often uninformative. In such cases, we can filter out nonstationary or near-nonstationary AR roots before computing WCD. However, the AR roots would be filtered out only to compute WCD and would not be removed from the data model before its reduction to a factor model, so that, depending on
variable weightings, the factor model would inherit relevant nonstationary or near-nonstationary roots from the data model.

2. **Factors and Factor Models.** PCD reduces data to factors but does not reduce a data model to a factor model. PCD factors are often (Stock and Watson, 2002a-b) used to estimate VAR equations, called a dynamic factor model, for forecasting the variables of primary interest such as GDP. However, WCD does this more directly and in a more unified fashion, by reducing an estimated dynamic data model to a dynamic factor model.

3. **Time Perspective.** PCD depends on $C_0$ existing, which in turn depends on the data generating process being stationary. Thus, PCD should be applied only to stationary data. For example, Stock and Watson (2002b) first-difference time-series data to stationary form if their originally given values are nonstationary. Because $C_0$ is also the infinite-horizon forecast-error covariance matrix of stationary variables, PCD could be said to take an infinite-horizon time perspective. By contrast, because WCD decomposes the (weighted) covariance matrix of h-period-ahead forecast errors, WCD could be said to take a finite h-period-ahead time perspective.

Although monthly-quarterly frequencies are an interesting aspect of the present application and mixed frequencies occur almost always in applications which use both financial and macroeconomic time-series data, mixed frequencies are not inherent to WCD. Kalman-filtering-based MLE (Zadrozny, 1990) can handle mixed frequencies but, because of computational constraints, can be applied effectively only to models with limited numbers of variables and lags. The extended Yule-Walker (XYW) method (Chen and Zadrozny, 1998) is more likely to be successful in estimating a large VAR model with mixed-frequency data. XYW is a 2-step linear optimal instrumental variable method (Hansen, 1982; Stoica and Söderström, 1983) which efficiently estimates a VAR model when data have missing values, including mixed frequencies. However, unlike maximum likelihood estimation of a VARMA model using the Kalman filter, XYW cannot estimate a model with an MA part.

WCD also provides a purely-data-based and economic-theory-free variance decomposition, but this aspect will not be emphasized here. Sims (1980a-b) advocated estimating VAR models using loose smoothness restrictions on parameters instead of tight economic restrictions and computing variance decompositions of the estimated models in order to judge the explanatory power of one variable on another. Initially, Sims favored basing variance decompositions on Cholesky decomposition, a purely-data-based decomposition often having tenuous economic justification. Following Cooley and Leroy's (1985)
critique, Bernanke (1986), Sims (1986), and most others now base variance decompositions on structural identifications. Being based on a presumably well-fitting data model, yet being economic-theory-free, WCD could be used as an exploratory data-based variance decomposition, prior to a more conclusive structural decomposition.

Although the literature cited above and the application below are based on sampling estimation methods, there are factor decompositions of time series based on Bayesian estimation methods (Otrok and Whiteman, 1998; Kim and Nelson, 1999; Aguilar and West, 2000). The statistics literature contains numerous factor decompositions of time series under the rubrics canonical analysis and reduced rank regression (Box and Tiao, 1977; Ahn and Reinsel, 1988; Deistler and Hamman, 2005). In sum, numerous other methods for decomposing time-series data to factors and data models to factor models have been considered.

The paper proceeds as follows. Section 2 defines WCD. Section 3 discusses two eigenvalue-decomposition methods for computing WCD. Section 4 adapts to the present setting Anderson’s (1984, pp. 473-475) asymptotic statistical test for the number of significant factors. Section 5 discusses computing factors, reducing a data model to a significant-factor model in explicit and implicit forms, and computing forecasts made using a factor model. Section 6 applies WCD to ML estimated VARMA-data models of monthly indicators and quarterly GDP. Section 7 concludes the paper.

2. Defining WCD.

Let \( y_t \) denote an \( n \times 1 \) vector of sample-mean-adjusted variables observed in periods \( t = 1, ..., T \) and presumed to be generated by the VARMA data model

\[
y_t = A_1 y_{t-1} + \ldots + A_p y_{t-p} + \xi_t + B_1 \xi_{t-1} + \ldots + B_q \xi_{t-q},
\]

where \( \xi_t \) is an \( n \times 1 \) vector of unobserved innovations, distributed normally, identically, independently, with zero means and positive definite covariance matrix \( \Sigma_\xi \) \((> 0)\) or \( \xi_t \sim \text{NIID}(0, \Sigma_\xi) \). \( \Sigma_\xi > 0 \) is necessary for data model (2.1) to have a unique WCD; the other two conditions are stated at the end of this section. Model (2.1) is stated more concisely in terms of lag operator \( L \) as

\[
A(L) y_t = B(L) \xi_t,
\]

where \( A(L) = I_n - A_1 L - \ldots - L_p, B(L) = I_n + B_1 L + \ldots + B_q L^q, \) and \( I_n \) denotes the \( n \times n \) identity matrix. Although equation (2.1) is a reduced
form, whose parameters might be restricted further in terms of fewer structural parameters, to compute WCD we need only the reduced form.

In general, \( y_t = \text{vector of data means} + \text{a vector of deviations from the means} \). The means are the nonstochastic and (unconditionally) predictable parts of \( y_t \) and the deviations from means are the stochastic and unpredictable parts. In general, the means could be nonconstant and could include time trends, calendar effects, and other regression effects. We abstract from the means because WCD pertains only to the stochastic deviations from means. In the application, for simplicity, we assume the means are constant, estimate them as sample means, and remove them at the start.

To ensure accurate computations, model (2.1) should first be normalized as follows. There are two cases to consider: (i) data on \( y_t \) are available and model (2.1) is estimated; (ii) data on \( y_t \) are unavailable but an estimate of model (2.1) is available. Let \( S \) denote the \( m \times m \) diagonal matrix defined by \( S = \text{diag}[s_1, \ldots, s_m] \), where the \( s_i \) are positive normalizing values. In case (i), data should be normalized as (a) \( y_t := S^{-1}y_t \) prior to estimating the data model, where := denotes assignment and \( s_i = \text{sample standard deviation of variable} \ i \). In case (ii), estimated parameters should be normalized as (b) \( A(L) := S^{-1}A(L)S \), \( B(L) := S^{-1}B(L)S \), and \( \Sigma_\xi := S^{-1}\Sigma_\xi S^{-1} \), where \( s_i = \text{estimated standard deviation of disturbance} \ i \). The normalizations promote accurate computations, because they eliminate large differences in magnitudes of numbers due to large differences in units of measurement of different variables. In particular, normalization (b) puts disturbances in common units of standard deviations and makes \( \Sigma_\xi \) the correlation matrix of \( \xi_t \).

We define characteristic AR and MA roots as follows. Model (2.1) is stationary if and only if (iff) the absolute characteristic AR roots are < 1, namely, iff \( \det[I, \lambda^p - A_1\lambda^{p-1} - \ldots - A_{p-1}\lambda - A_p] = 0 \) implies \( |\lambda| < 1 \). Model (2.1) is invertible iff the absolute characteristic MA roots are < 1, namely, iff \( \det[I, \lambda^q + B_1\lambda^{q-1} + \ldots + B_{q-1}\lambda + B_q] = 0 \) implies \( |\lambda| < 1 \). In econometrics, characteristic roots are usually defined as reciprocals of the present roots, so that a VARMA model is stationary and invertible iff its absolute characteristic AR and MA roots are > 1.

If data model (2.1) is stationary, it has the Wold infinite moving-average representation

\[
y_t = \Psi(L)\xi_t = (\sum_{i=0}^{p} \Psi_iL^i)\xi_t = \sum_{i=0}^{\infty} \Psi_i\xi_{t-i},
\]
where $\Psi(L) = A(L)^{-1}B(L)$. The Wold coefficients, $\{\Psi_i\}_{i=0}^\infty$, are also the infinite impulse-response sequence of $y_t$: column $j$ of $\Psi_i$ measures the response of $y_{t+i}$ to a one-period one-standard-deviation increase in disturbance $j$ of $\xi_t$. Regardless whether the model is stationary or invertible, the finite impulse-response sequence, $\{\Psi_i\}_{i=0}^{h-1}$, can be computed by iterating on

$$
(2.3) \quad \Psi_i = \sum_{j=1}^{\min(i, p)} A_j \Psi_{i-j} + B_i,
$$

for $i = 1, \ldots, h-1$, starting with $\Psi_0 = I_n$, such that $B_i = 0$ for $i > q$.

In nonstationary or near-nonstationary cases, WCD could latch onto the largest nonstationary or near-nonstationary AR root (the latter being defined, say, as $\lambda_1 > .99$), especially if $h$ is large, and account for nearly 100% of weighted covariances with one factor, a result which is often uninformative. In such case, we could filter out nonstationary or near-nonstationary AR roots before computing WCD. Let $\{\lambda_i\}_{i=1}^v$ denote the $v$ nonstationary or near-nonstationary AR roots of data model (2.1). We would multiply the Wold representation by $\lambda(L) = (1-\lambda_1L)\cdots(1-\lambda_vL)$ and obtain the filtered Wold representation, $\bar{y}_t = \bar{\Psi}(L)\xi_t$, where $\bar{y}_t = \lambda(L)y_t$ and $\bar{\Psi}(L) = \lambda(L)\Psi(L)$. Then, we would compute WCD for $\bar{\Psi}(L)$ and $\Sigma_\xi$. The roots would be filtered out only to compute WCD and would not be removed from the data or the factor models.

Let $\eta_{ht} = y_{t+h} - E y_{t+h}$ denote the nx1 vector of errors from forecasting $y_{t+h}$ at time $t$, for forecast $E y_{t+h}$ and finite forecast horizon $h = 1, 2, \ldots$. In terms of innovations, the forecast errors are

$$
(2.4) \quad \eta_{ht} = \sum_{i=0}^{h-1} \Psi_i \xi_{t+h-i},
$$

and have the covariance matrix

$$
(2.5) \quad \Gamma_h = E \eta_{ht} \eta_{ht}^T = \sum_{i=0}^{h-1} \Psi_i \Sigma_\xi \Psi_i^T,
$$

where superscript $T$ denotes transposition. We propose evaluating WCD in terms of the forecast accuracy of the $r$x1 vector of "important" weighted variables, $w_t = W_yt$, where $W$ is an $r$x$n$ matrix of chosen weights and $r = \text{rank}(W) \leq n$. Then, $\Omega = W^T W$ is an nxn positive semi-definite ($\Omega \geq 0$) symmetric weighting matrix and $v =$
\( \mathbb{E} \eta_h^T \Omega \eta_h = \text{tr}(\Omega \Gamma_h) \) is the expected weighted \( h \)-period-ahead squared forecast error, where \( \text{tr}[\cdot] \) denotes the trace of a matrix. Inserting equation (2.5) into \( v \), we obtain

\[
(2.6) \quad v = \text{tr}[\Omega \sum_{i=0}^{n-1} \psi_i \Sigma_i \psi_i^T].
\]

Usually, \( \Omega \) is positive semi-definite and singular. WCD has a unique solution and can be computed using either method 1 or 2 described in section 3.2. However, preferred method 2 could fail if \( \Omega \) is singular. If so, we may replace \( \Omega \) with \( \Omega + \beta I_n \), where \( \beta \) is a small positive scalar, large enough so that \( \Omega \) is numerically positive definite, but small enough so that WCD is practically unaffected.

The following three examples illustrate singular and nonsingular weightings:

1. **Minimum Portfolio Variance.** Let \( W = (w_1, \ldots, w_n) \) denote a \( 1 \times n \) vector of portfolio allocation weights. Every variable in a portfolio receives a positive or negative weight, \( w_i \neq 0 \), according to whether it is an asset or liability. Variables outside the portfolio that help to forecast it are included in the data model but have zero weight in \( W \). \( \Omega = WW^T \) has rank 1 and is singular for \( n > 1 \). WCD decomposes portfolio forecast-error variance. If \( \Sigma_\xi > 0 \), then, \( \Gamma_h > 0 \) and \( W = (\mathbf{e}^T \Gamma_h^{-1} \mathbf{e})^{-1} \mathbf{e}^T \Gamma_h^{-1} \) minimizes portfolio variance with respect to \( W \), subject to \( W^T \mathbf{e} = 1 \), where \( \mathbf{e} = (1, \ldots, 1)^T \) is the \( n \times 1 \) vector of ones.

2. **Forecasting.** Let \( W = e_i^T = (0, \ldots, 1, \ldots, 0) \) denote an \( n \times 1 \) "importance weight" vector with 1 in position \( i \) and 0 elsewhere. As in example one, \( \Omega = WW^T \) has rank 1 and is nonsingular iff \( n = 1 \). Only the "important" variable \( i \) receives nonzero weight in WCD and is forecast. The remaining "unimportant" variables ensure that the data model accounts for all significant interactions among "important" and "unimportant" variables. More generally, \( \Omega = \sum_{j=1}^J e_{i_j}^T e_{i_j} \), where \( \{i_j\}_{j=1}^J \) denotes a nonrepeating subset of \( J \) integers from \( \{1, \ldots, n\} \). In this case, only the "important" variables \( \{i_j\}_{j=1}^J \) receive nonzero weight in WCD and are forecast. Because the scale of \( \Omega \) is irrelevant in WCD, the importance weights could be any nonzero numbers.

3. **Principal Components.** Let \( \Omega = \sum_{i=1}^n e_i e_i^T = I_n \), the nonsingular \( n \times n \) identity matrix. In addition, if all variables are stationary and the forecast
horizon \( h \) is large (strictly, \( h = \infty \)), then, \( v \) = sum of variances of all variables is decomposed, WCD corresponds to PCD, and WCD provides insight about how the variables are jointly generated by factors.

WCD produces the \( n \times n \) decomposition matrix \( R \), such that \( RR^T = \Sigma_q \), analogous to the factor-loading matrix in PCD. For such an \( R \), \( \varepsilon_t = R^T \xi_t \) is distributed orthonormally, namely, \( E \varepsilon_t \varepsilon_t^T = I_n \). If \( \Sigma_q \) is positive definite and nonsingular, \( R^{-1} \) exists. Disturbances \( \varepsilon_t \) are usually called "structural" because they vary mutually independently, but consistently with the innovation covariance matrix, \( \Sigma_q \). Let \( r_i \) denote column \( i \) of \( R \) and \( v_i \) denote weighted \( h \)-step-ahead forecast-error covariances accounted for by structural disturbance \( i \). Then, equation (2.6) implies \( v = \sum_{i=1}^n v_i \), where

\[
(2.7) \quad v_i = r_i^T \Omega r_i,
\]

for \( i = 1, \ldots, n \), and

\[
(2.8) \quad \Omega = \sum_{i=0}^{n-1} \Psi_i^T \Omega \Psi_i.
\]

We define WCD recursively. For \( i = 1, \ldots, n \), let \( X_i = [r_1, \ldots, r_i] \), let \( \Sigma_i = \Sigma_q - X_{i-1}X_{i-1}^T \), starting with \( X_0 = 0_{n \times n} \), and let \( Y_i = [r_{i+1}, \ldots, r_n] \) be a matrix of slack variables which ensures that \( r_i r_i^T + Y_i Y_i^T = \Sigma_i \). For each \( i = 1, \ldots, n \), we want to maximize \( \phi_i = r_i^T \Omega r_i / v_i \). However, because the denominator \( v \) is independent of \( r_i \), it suffices to maximize \( v_i \).

First, given \( \Sigma_1 = \Sigma_q \) (and \( Q \)), we maximize \( v_1 \) with respect to \( r_1 \) and \( Y_1 \), subject to \( r_1 r_1^T + Y_1 Y_1^T = \Sigma_1 \), by eliminating \( Y_1 \) and solving for \( r_1 \) and \( v_1 \). Then, given \( \Sigma_2 = \Sigma_q - X_1 X_1^T \), for \( X_1 = r_1 \), we maximize \( v_2 \) with respect to \( r_2 \) and \( Y_2 \), subject to \( r_2 r_2^T + Y_2 Y_2^T = \Sigma_2 \), by eliminating \( Y_2 \) and solving for \( r_2 \) and \( v_2 \). Then, given \( \Sigma_3 = \Sigma_q - X_2 X_2^T \), for \( X_2 = [r_1, r_2] \), we maximize \( v_3 \) with respect to \( r_3 \) and \( Y_3 \), subject to \( r_3 r_3^T + Y_3 Y_3^T = \Sigma_3 \), by eliminating \( Y_3 \) and solving for \( r_3 \) and \( v_3 \).

Continuing like this, we determine \( X_{n-1} = [r_1, \ldots, r_{n-1}] \). Finally, given \( \Sigma_n = \Sigma_q - X_{n-1} X_{n-1}^T \), for \( X_{n-1} = [r_1, \ldots, r_{n-1}] \), we determine \( r_n \) such that \( r_n r_n^T = \Sigma_n \). In this \( n \)-th case, \( Y_n = 0_{n \times n} \). The result is the decomposition matrix \( R = [r_1, \ldots, r_n] \), such that \( RR^T = \Sigma_q \), \( v_1 \geq \ldots \geq v_n \geq 0 \) and \( v_1 + \ldots + v_n = v \).
A unique WCD exists if $\Sigma_\xi Q$ is positive definite (hence, nonsingular) and has distinct eigenvalues. Positive definite means that $\Sigma_\xi Q$ has real and positive eigenvalues and real eigenvectors. If, as usual, $\Sigma_\xi Q$ is asymmetric, then, the eigenvectors are generally not orthogonal. A unique WCD could exist, but could fail to be computed, if $\Sigma_\xi Q$ is positive semi-definite and singular or has repeated eigenvalues. Therefore, we assume (i) $\Sigma_\xi$ is positive definite, (ii) $Q = \sum_{i=0}^{h-1} \psi_i^T \Omega \psi_i$ is positive definite, and (iii) $\Sigma_\xi Q$ has distinct eigenvalues.

In practice, assumptions (i) to (iii) are not very restrictive. If the data have no identities, the estimated $\Sigma_\xi$ will be positive definite. As discussed above, replacing $\Omega$ with $\Omega + \delta I$, where $\delta$ is small and positive, makes $\Omega$ and $Q$ positive definite. We can show that assumptions (i) and (ii) imply that $\Sigma_\xi Q$ is positive definite. For positive definite $\Sigma_\xi Q$, we usually obtain WCD close to double precision accuracy ($\approx 10^{-14}$). Computed eigenvalues of $\Sigma_\xi Q$ have been distinct to within the same accuracy. Finally, $\Sigma_\xi Q$ is diagonalizable, if its eigenvalues are distinct.

If the data model is stationary, $\sum_{i=0}^{\infty} \psi_i \Sigma_\xi \psi_i^T = \sum_{i=0}^{h-1} \psi_i \Sigma_\xi \psi_i^T + \sum_{i=h}^{\infty} \psi_i \Sigma_\xi \psi_i^T$ or the unconditional data covariances = the conditional h-period-ahead forecast-error covariances + the unconditional h-period-ahead forecast covariances, such that all of the sums are finite. WCD decomposes $\text{tr}[\Omega \sum_{i=0}^{h-1} \psi_i \Sigma_\xi \psi_i^T]$ or the conditional forecast-error covariances (weighted by $\Omega$, for any $h$, any VARMA model, subject to $\Omega^T = \Sigma_\xi$) and Box and Tiao (1977) decompose $\text{tr}[\{\sum_{i=0}^{\infty} \psi_i \Sigma_\xi \psi_i^T\}^{-1} \times[\sum_{i=1}^{\infty} \psi_i \Sigma_\xi \psi_i^T]]$ or the unconditional forecast covariances (normalized, unweighted, for $h = 1$, any VAR model, not subject to any side restrictions). Although these objectives might seem at odds, WCD applied to the unnormalized and unweighted objectives $\text{tr}[\sum_{i=0}^{h-1} \psi_i \Sigma_\xi \psi_i^T]$ and $\text{tr}[\sum_{i=1}^{h-1} \psi_i \Sigma_\xi \psi_i^T]$, for $h > 1$, often produces a similar number of significant factors and similar decomposition or factor-loading matrices, $R$. Thus, although decomposing $\text{tr}[\Omega \sum_{i=0}^{h-1} \psi_i \Sigma_\xi \psi_i^T]$ makes sense for conditional h-period-ahead forecasting, the econometrics and statistics literatures contain numerous alternative related objectives.

3. Computing WCD.
In this section, following the definition of WCD in section 2, we state first-order conditions for WCD and two methods for computing WCD. The first-order conditions and the two computational methods have two corresponding parts: first, for \( i = 1, \ldots, n-1 \) and, then, for \( i = n \). Method 2 simplifies the first part of method 1.

### 3.1 First-Order Conditions.

For \( i = 1, \ldots, n-1 \), the Lagrangian for maximizing \( v_i \) with respect to \( r_i \) and \( Y_i \), subject to \( r_i r_i^T + Y_i Y_i^T = \Sigma_i \), for given \( Q \) and \( \Sigma_i \), is

\[
L_i = r_i^T Q r_i + \text{tr}(\Xi_i[\Sigma_i - r_i r_i^T - Y_i Y_i^T]),
\]

where \( \Xi_i \) is an \( n \times n \) symmetric matrix of Lagrange multipliers. Then, the first-order necessary conditions, obtained by differentiating \( L_i \) with respect to \( r_i \), \( Y_i \), and \( \Xi_i \) and setting the derivatives to zero are

\[
\begin{align*}
(3.2) & \quad (Q - \Xi_i) r_i = 0_{n \times 1}, \\
(3.3) & \quad \Xi_i Y_i = 0_{n \times (n-1)}, \\
(3.4) & \quad r_i r_i^T + Y_i Y_i^T = \Sigma_i,
\end{align*}
\]

for \( i = 1, \ldots, n-1 \), where \( 0_{k \times l} \) denotes the \( k \times l \) zero matrix. We eliminate \( Y_i \) from equation (3.4) by postmultiplying the equation by \( \Xi_i \) and obtain

\[
(3.5) \quad (\Sigma_i - r_i r_i^T) \Xi_i = 0_{n \times n},
\]

for \( i = 1, \ldots, n-1 \). Then, to eliminate \( \Xi_i \) from equation (3.5), we postmultiply the equation by \( r_i \), use equation (3.2) to eliminate \( \Xi_i r_i \), use \( v_i = r_i^T Q r_i \), and obtain

\[
(3.6) \quad (\Sigma_i Q - v_i I_n) r_i = 0_{n \times 1},
\]
for $i = 1, \ldots, n-1$. Equation (3.6) indicates $n-1$ eigenvalue problems, with
eigenvalues $v_i$ and eigenvectors $r_i$, which we solve for as follows.

3.2. Computational Methods 1 and 2.

Because $\Sigma_iQ$ is positive semi-definite (despite being generally
asymmetric), its eigenvalues are real and nonnegative and, because its rank is
$n-i+1$, its largest $n-i+1$ eigenvalues are positive and its smallest $i-1$
eigenvalues are zero. Because $v_i$ is being maximized, for $i = 1, \ldots, n-1$, we set

\begin{equation}
(3.7) \quad v_i = \lambda_i,
\end{equation}

where $\lambda_i$ denotes the largest positive eigenvalue of $\Sigma_iQ$ and set $r_i$ to its
rescaled eigenvector, $z_i$, as

\begin{equation}
(3.8) \quad r_i = \frac{\lambda_i}{z_i^TQz_i} z_i,
\end{equation}

where $z_i^Tz_i = 1$.

We could include $i = n$ in the above first step, although this case would
have to be treated differently anyway, because the eigenvector, $r_n$, must satisfy
the covariance constraint, $r_n^T r_n = \Sigma_n$, with no remaining slack, $Y_n = 0$. To compute
$r_n$, we postmultiply $r_n^T r_n = \Sigma_n$ by $r_n$ and obtain the eigenvalue problem

\begin{equation}
(3.9) \quad (\Sigma_n - v_n I_n) r_n = 0,
\end{equation}

where $v_n = r_n^T r_n$. Because $v_n$ is being maximized, we set

\begin{equation}
(3.10) \quad v_n = \lambda_n,
\end{equation}

where $\lambda_n$ denotes the largest (and only positive) eigenvalue of $\Sigma_n$ and set $r_n$ to
its rescaled eigenvector, $z_n$, as

\begin{equation}
(3.11) \quad r_n = (\sqrt{\lambda_n}) z_n,
\end{equation}
where $z_n^T z_n = 1$.

Thus, we have method 1 for computing WCD: first, for $i = 1, \ldots, n-1$, set $v_i$ to the largest eigenvalue $\lambda_i$ of $\Sigma_i Q$ and set $r_i$ to its rescaled eigenvector $z_i$, according to equations (3.7)-(3.8); then, set $v_n$ to the largest eigenvalue, $\lambda_n$, of $\Sigma_n$ and set $r_n$ to its rescaled eigenvector, $z_n$, according to equations (3.10)-(3.11). The following method 2 simplifies the first part of method 1. It can be shown that, in theory, methods 1 and 2 compute identical WCDs. Method 2 for computing WCD is: first, for $i = 1, \ldots, n-1$, set the $v_i$'s to the $n-1$ largest eigenvalues, $\lambda_i$, of $\Sigma_Q$ and set the $r_i$'s to their rescaled eigenvectors, $z_i$, according to equations (3.7)-(3.8); then, set $v_n$ to the largest eigenvalue $\lambda_n$ of $\Sigma_n$ and set $r_n$ to its rescaled eigenvector $z_n$, according to equations (3.10)-(3.11). Both methods require about the same amount of computational work as PCD. We used method 2 in the application in section 6.


For a given tolerance, $\rho \in (0,1)$, let $H_m$ denote the hypothesis that the first $m$ factors are significant in the sense that they account for at least $1-\rho$ of weighted covariances, $v = v_1 + \ldots + v_n$, or equivalently, that the last $n-m$ factors account for no more than $\rho$ of $v$. Concisely, $H_m$ says that

$$
\delta_m = \bar{\rho}^T \bar{v} = -\rho \sum_{i=1}^{n} v_i + (1 - \rho) \sum_{i=n+1}^{n} v_i \leq 0,
$$

where $\bar{\rho} = (-\rho, \ldots, -\rho, 1-\rho, \ldots, 1-\rho)^T$ and $\bar{v} = (v_1, \ldots, v_n)^T$ are $n \times 1$ vectors.

Consider the following testing sequence for the number of significant factors. Start with $m = 1$. For $m = 1$, test $H_m$; if $H_m$ is not rejected, accept $m = 1$ as the number of significant factors and stop testing. Otherwise, for $m = 2$, test $H_m$; if $H_m$ is not rejected, accept $m = 2$ as the number of significant factors and stop testing. Otherwise, continue like this until possibly reaching $m = n-1$; if $H_m$ is not rejected for $m = n-1$, accept $m = n-1$ as the number of significant factors and stop testing. Otherwise, accept $m = n$ as the number of significant factors. Because all of $v$ is accounted for when $m$ reaches $n$, the testing sequence is always conclusive.

WCD is, in effect, a nonlinear differentiable function from $\phi$ to $\nabla$, denoted by $\nabla = K(\phi)$. If $\phi$ is considered certain, say, because it is being
assumed for a hypothetical model, then, $H_m$ is not rejected iff $\delta \leq 0$. However, in practice, $\phi$ is estimated and uncertain, so that $H_m$ must be tested probabilistically. We now extent $\delta \leq 0$ to probabilistic test (4.3), which, essentially, is Anderson's (1963; 1984, pp. 473-475) asymptotic statistical test adapted to the present setting.

If VARMA data model (2.1) is stationary and invertible and some other conditions hold (Hosoya and Taniguchi, 1982), then $\sqrt{T}(\hat{\phi} - \phi_0) \sim AN(0, \hat{S})$, where vector $\phi$ collects parameters of the VARMA data model, hat ($\hat{}$) denotes a quantity evaluated at the MLE of $\phi$, subscript zero denotes a true value, $\sim AN$ denotes asymptotic normal distribution as $T \to \infty$, and $\hat{S}$ denotes the asymptotic covariance matrix of $\sqrt{T}(\hat{\phi} - \phi_0)$. If $\sqrt{T}(\hat{\phi} - \phi_0) \sim AN(0, \hat{S})$ and further conditions hold (Serfling, 1982, pp. 122-124), then, $\sqrt{T}(\hat{V} - \nabla_0) \sim AN(0, \nabla \hat{K} \hat{S} \nabla \hat{K}^T)$, where $\nabla \hat{K}$ denotes the Jacobian matrix of first-partial derivatives of $K(\phi)$ evaluated at $\hat{\phi}$, so that, because $\rho$ is constant,

$$\sqrt{T}(\hat{\delta} - \delta_{m0}) \sim AN(0, \hat{\sigma}_{\delta n}^2),$$

where $\hat{\sigma}_{\delta n}^2 = \hat{\rho}^2 \nabla \hat{K} \hat{S} \nabla \hat{K}^T \hat{\rho}$. For given $\hat{\phi}$ and $\hat{S}$, applying the method of matrix differentiation used by Mittnik and Zadrozny (1993), we obtain equations for computing $\nabla \hat{K}$, hence $\hat{\sigma}_{\delta n}^2$, which are stated in the appendix.

Using equations (4.1)-(4.2) and following usual sampling-theory testing, $H_n$ may be tested as follows. Let $\alpha \in (0,1)$ denote a chosen significance level and let $c_\alpha$ denote a critical value defined by $\text{Prob}[z \leq c_\alpha] = 1 - \alpha$, where $z \sim N(0,1)$. Then, for given $m$, $\rho$, and $\alpha$, $H_n$ is not rejected iff

$$\tau_n = \frac{\hat{\delta}}{\hat{\sigma}} \leq c_\alpha.$$

Even if $\hat{\phi}$ is not exactly asymptotically normally distributed, (4.2) can be considered a first-order normal approximation.

We now discuss computing factors and reducing a VARMA data model of \( n \) variables to a smaller VARMA factor model of \( r \) (\( \ll n \)) weighted variables of interest. In subsection 5.1, we discuss computing factors for an "in-sample" period used to estimate an \( n \)-variable data model. The computed factors could be used as observed variables to estimate a smaller \((m+r)\)-variable model of \( m \) significant factors and \( r \) weighted variables of interest, such that \( m+r \ll n \), in order to forecast the weighted variables, where \( \ll \) means "much less than." Stock and Watson (1989, 1998, 2002), Angelini et al. (2001), Bai and Ng (2002), and others did this using PCD. In subsection 5.2, we discuss two steps for reducing an \( n \)-variable data model to a smaller \( r \)-variable factor model. Step one reduces the \( n \)-variable VARMA model to an \( r \)-variable state-space form, in which state variables are explicit linear combinations of significant factors. Step two eliminates the factors and reduces the explicit state-space form for \( r \) weighted variables to an implicit VARMA form. Thus, the factor models in the two steps are called explicit and implicit. Section 6 illustrates reductions of data models of \( n = 5 \) and \( n = 11 \) variables to implicit factor models of \( r = 1 \).

5.1. Computing Factors.

Let \( \mathbf{f}_t \) denote an \( n \times 1 \) vector of factors defined by \( \mathbf{y}_t = \mathbf{Rf}_t \), where the computation of \( n \times n \) matrix \( \mathbf{R} \) is discussed in section 3. In addition to being the WCD matrix based on an estimated data model, \( \mathbf{R} \) is also the factor loading matrix. Factors are unobserved but can be estimated as follows. Let \( \{\mathbf{y}_t\}_{t=1}^N \) denote the \( N \)-period in-sample data. First, if no observations in \( \{\mathbf{y}_t\}_{t=1}^N \) are missing, we can estimate all factors as \( \{\mathbf{f}_t\}_{t=1}^N = \{\mathbf{R}^{-1}\mathbf{y}_t\}_{t=1}^N \), because \( \mathbf{R} \) is nonsingular (because \( \mathbf{RR}^T = \mathbf{\Sigma}_\xi \) is positive definite). For a particular period \( t \), if any element of \( \mathbf{y}_t \) is unobserved or missing for any reason (mixed frequencies, missing starting or ending values, randomly missing inside-sample values), then, generally, no element of \( \mathbf{f}_t \) can be computed as \( \mathbf{f}_t = \mathbf{R}^{-1}\mathbf{y}_t \) because generally \( \mathbf{R} \) is a full matrix with no zero-valued elements. Thus, generally, \( \mathbf{f}_t \) can be computed as \( \mathbf{R}^{-1}\mathbf{y}_t \) only if every element of \( \mathbf{y}_t \) is observed. For example, if \( \{\mathbf{y}_t\}_{t=1}^N \) contains monthly and quarterly observations, such that monthly variables are observed every period and quarterly variables are observed only at end-of-quarter months, but there are no missing values for other reasons, then, \( \{\mathbf{f}_t\}_{t=1}^N \) can be estimated as \( \{\mathbf{R}^{-1}\mathbf{y}_t\}_{t=1}^N \) only for end-of-quarter periods. Missing values in \( \{\mathbf{y}_t\}_{t=1}^N \) could be estimated before computing \( \{\mathbf{f}_t\}_{t=1}^N = \{\mathbf{R}^{-1}\mathbf{y}_t\}_{t=1}^N \), for example, using a spline
smoother. Although such smoothing methods are widely used, numerically reliable, and available in many software packages or easily programmed, they have the disadvantage of being unrelated to the estimated data model, which is avoided when computing \( f_t \) by using a Kalman filter or smoother based on the estimated data model.

Let \( x_t \) denote the state vector of a state-space representation of estimated data model (2.1), analogous to \( x_t \) in state-space representation (5.5)-(5.6), and let \( \{ x_{t|N}^{u} \}_{t=1}^{N} = \{ E[x_{t|\{ y_{1}\}_{t}^{u}]} \}_{t=1}^{N} \) denote Kalman-smoothed estimates of \( x_t \) based on estimated data model (2.1) and the in-sample data. Thus, we could estimate all in-sample factors as the smoothed estimates \( \{ f_{t|N}^{u} \}_{t=1}^{N} = \{ R^{-1}H_tx_{t|N}^{u} \}_{t=1}^{N} \), where \( H_t \) is an observation matrix as in observation equation (5.5). The Kalman smoother is a direct extension of the Kalman filter (Anderson and Moore, 1979, ch. 7). Zadrozny (1990) and Mittnik and Zadrozny (2004) used the Kalman filter to estimate monthly VARMA models with monthly and quarterly data and to compute monthly forecasts of the quarterly variables based on the estimated models.


The WCD algorithm in section 3 and the above definition of \( f_t \) imply that, like the columns of \( R \), the elements of \( f_t \) are ordered from most to least significant. For now, we assume that \( m \) factors are significant. In section 5, we describe an asymptotic test of the number of significant factors. In the present subsection, we describe methods for deriving significant-factor models in explicit state-space and implicit VARMA forms. If \( m \) of the \( n \) factors are significant, we partition \( f_t = (f_{1t}^T, f_{2t}^T)^T \), where \( f_{1t} \) and \( f_{2t} \) denote \( mx1 \) and \((n-m)x1 \) vectors of significant and insignificant factors, and conformably partition \( \varepsilon_t = (\varepsilon_{1t}^T, \varepsilon_{2t}^T)^T \), \( R = [R_1, R_2] \), and \( R^{-1} = [R_1^{-T}, R_2^{-T}]^T \), where \( R_1 \) and \( R_2 \) are left \( nxn \) and right \( nx(n-m) \) blocks of \( R \), \( R_1^{-1} \) and \( R_2^{-1} \) are top \( mxn \) and bottom \((n-m)xn \) blocks of \( R^{-1} \), and superscript \(-T\) denotes a transposed inverse. Generally, \( R_1^{-1} \) is not an inverse of \( R_1 \), only if \( R = R_1 \) or \( R_2 \).

Because \( R \) is nonsingular, we can restate data model (2.1) as the partitioned VARMA \( n \)-factor model

\[
\begin{bmatrix}
    f_{1t} \\
    f_{2t}
\end{bmatrix} =
\begin{bmatrix}
    R_1^{-1}A_1R_1 & R_1^{-1}A_1R_2 \\
    R_2^{-1}A_1R_1 & R_2^{-1}A_1R_2
\end{bmatrix}
\begin{bmatrix}
    f_{1,t-1} \\
    f_{2,t-1}
\end{bmatrix} + \ldots +
\begin{bmatrix}
    R_1^{-1}A_pR_1 & R_1^{-1}A_pR_2 \\
    R_2^{-1}A_pR_1 & R_2^{-1}A_pR_2
\end{bmatrix}
\begin{bmatrix}
    f_{1,t-p} \\
    f_{2,t-p}
\end{bmatrix} +
\begin{bmatrix}
    \varepsilon_{1t} \\
    \varepsilon_{2t}
\end{bmatrix}
\]
To see the consequences of treating $f_{2t}$ as insignificant in equation (5.1), first, $\Sigma_\xi = R_1 R_1^\top + R_2 R_2^\top$ implies that WCD objective (2.6) partitions as

\[
tr[\Omega \sum_{i=0}^{n-1} \Psi_i \Sigma_\xi \Psi_i^\top] = tr[\Omega \sum_{i=0}^{n-1} \Psi_i R_1 R_1^\top \Psi_i^\top] + tr[\Omega \sum_{i=0}^{n-1} \Psi_i R_2 R_2^\top \Psi_i^\top],
\]

which is equivalent to $v = \sum_{i=1}^{n} v_i + \sum_{i=n+1}^{n} v_i$. In section 4, we describe an asymptotic statistical test for the number of significant factors, based on equation (5.2). In the test, $f_{2t}$ and $\varepsilon_{2t}$ are deemed to insignificantly affect the importance weighted variables, $w_t = Wy_t$, iff the variance of $w_t$ accounted for by $\varepsilon_{2t}$ is deemed sufficiently small relative to the whole variance of $w_t$. If so, we set $R_2 = 0_{(n-m)\times1}$ in the top $m\times1$ block of equation (5.1) for $f_{1t}$, ignore the $(n-m)\times1$ bottom block of equation (5.1) for $f_{2t}$, and in observation equation (5.5) treat $R_2 f_{2t}$ as a vector of serially-uncorrelated observation errors with negligible variances.

Thus, if $f_{2t}$ and $\varepsilon_{2t}$ are considered insignificant, we reduce VARMA $n$-factor model (5.1) to the VARMA $m$-factor model

\[
f_{1t} = A_1' f_{1,t-1} + \ldots + A_p' f_{1,t-p} + \varepsilon_{1t} + B_1' \varepsilon_{1,t-1} + \ldots + B_q' \varepsilon_{1,t-q},
\]

where $A_i = R_i^{-1} A_i R_1$ for $i = 1, \ldots, p$, $B_j = R_j^{-1} B_j R_1$ for $j = 1, \ldots, q$, and $\varepsilon_{1t} \sim \text{NIID}(0, I_n)$. The reduction is not an exact mathematical implication, but reflects a decision, based on a statistical test, about the number of significant factors.

Significant-factor model (5.3) is stationary iff $\det[I_n \lambda^p - A_1' \lambda^{p-1} - \ldots - A_{p-1}' \lambda - A_p' \lambda] = 0$ implies $|\lambda| < 1$ or, equivalently, iff the eigenvalues of transition matrix $F$ of state equation (5.6) are less than one in absolute value. Generally, unless all factors are significant, the data and (significant) factor models will have different AR and MA roots, the factor model could be stationary even if the data model is nonstationary, but the factor model is nonstationary only if the data model is nonstationary.
To forecast the vector of importance-weighted variables, $w_t = Wy_t$, we consider the equation which defines the factors, $y_t = R_1 f_{1t} + R_2 f_{2t}$, as an observation equation in the significant factors, $f_{1t}$,

$$w_t = WR_1 f_{1t} + u_t,$$

so that $u_t = WR_2 f_{2t} = W \sum_{i=0}^{\infty} \Psi_i R_2 e_{zt-1}$ is treated as a vector of serially-uncorrelated observation errors. If $f_{2t}$ and $e_{zt}$ insignificantly affect $w_t$, then, $\Sigma_u$, the covariance matrix of $u_t$ is small. On the other hand, to ensure that a Kalman filter applied with observation equation (5.4) is accurate, $\Sigma_u$ should be treated as at least slightly positive definite. If $r > n-m$, then, $WR_2 E(f_{zt} f_{zt}') R_2^T W$ is singular and inappropriate as a choice for $\Sigma_u$. Therefore, we treat $u_t$ as distributed NIID(0, $\delta I_r$), where $\delta$ is a small and positive scalar.

We now write VARMA process (5.3) and observation equation (5.4) as a state representation of $w_t$ in the state vector $x_t$. A state representation consists of an observation equation and a state equation. We write observation equation (5.4) in terms of the state vector $x_t$ as

$$w_t = Hx_t + u_t,$$

where $H = [W^T R_1, 0_{rxm}, ..., 0_{rxm}]$ is an rxs observation matrix, $x_t = (x_{zt}^T, ..., x_{zt}^T)^T$ is an sxl state vector, $s = m\ell$, $\ell = \max(p,q+1)$, and $u_t \sim$ NIID(0, $\delta I_r$). Following Ansley and Kohn (1983), a state equation implied by VARMA process (5.3) is

$$x_t = Fx_{t-1} + Ge_{zt},$$

where $A_i'$, $B_i'$, and $e_{zt}$ are defined as in equation (5.3), $A_i' = 0_{n \times m}$ for $i > p$, and $B_i' = 0_{n \times m}$ for $i > q$. Recursive substitution shows that, in state equation (5.6), $x_t$ consists of linear combinations of lagged $f_t$'s and $e_t$'s. $H$ and $F$ are called the observation and transition matrices.
Dropping presumably insignificant $u_t$ from observation equation (5.5) and combining it with the state equation, we obtain the transfer-function representation

\begin{equation}
(5.7) \quad w_t = H \Phi(L)^{-1} G \varepsilon_t,
\end{equation}

where $\Phi(L) = I_s - FL$. Let $\lambda$ denote a nonzero complex-valued scalar sufficiently close to zero so that $\Phi(\lambda)$ is nonsingular; let $\phi(\lambda) = \det[\Phi(\lambda)] = 1 + \phi_1 \lambda + \ldots + \phi_s \lambda^s$ denote the determinant of $\Phi(\lambda)$; and, let $\Phi^*(\lambda) = \phi(\lambda) \Phi(\lambda)^{-1} = I_s + \Phi^*_1 \lambda + \ldots + \Phi^*_s \lambda^{s-1}$ denote the adjoint matrix of $\Phi(\lambda)$. Fadeev's algorithm (Gantmacher, 1959, pp. 87-89) easily computes the real-valued scalar coefficients of $\phi(\lambda)$ by iterating on

\begin{equation}
(5.8) \quad \phi_i = -\text{tr}(\Phi^*_{i-1} F) / i,
\end{equation}

for $i = 1, \ldots, s$, and

\begin{equation}
(5.9) \quad \Phi^*_i = \Phi^*_{i-1} F + \phi_i I_s,
\end{equation}

for $i = 1, \ldots, s-1$, starting with $\Phi^*_0 = I_s$.

Thus, transfer function (5.7) implies VARMA(s,s-1) process

\begin{equation}
(5.10) \quad \phi(L) w_t = \chi_t,
\end{equation}

where $\chi_t = H\Phi^*(L) G \varepsilon_t = H G \varepsilon_t + H \Phi^*_1 G \varepsilon_{t-1} + \ldots + H \Phi^*_{s-1} G \varepsilon_{t-s+1}$ and the $H \Phi^*_i G$ are $r \times m$ coefficient matrices. Equation (5.10) is problematical if it has more disturbances than variables, $m > r$, which is avoided by recasting the equation in the standard VARMA form

\begin{equation}
(5.11) \quad \phi(L) w_t = \Theta(L) \zeta_t = \Theta_0 \zeta_t + \Theta_1 \zeta_{t-1} + \ldots + \Theta_{s-1} \zeta_{t-s+1},
\end{equation}

where the $\Theta_i$ are real-valued $r \times r$ coefficient matrices, $\Theta_0 = I_r$, and $\zeta_t$ is an $r \times 1$ disturbance vector $\sim \text{NIID}(0, \Sigma_\zeta)$. Generally, (5.11) is useful iff it is invertible, namely, iff $\det[\lambda^{s-1} \Theta(\lambda)] = 0$ implies $|\lambda| < 1$. 
The following matrix spectral factorization algorithm computes an invertible \( \Theta(L) \zeta_t \). If \( \Gamma(\lambda) = (\sum_{k=-\infty}^{\infty} \Gamma_k \lambda^k) / 2\pi \) denotes the covariance generating function of \( \Theta(L) \zeta_t \), where \( \Gamma_k = \Theta(L)E \zeta_{t-k} \Theta(L)^T \), then, \( \Gamma_k = H \Phi'_k G G^T H^T + \ldots + H \Phi'_{s-1} G G^T \Phi'_{-s+1} H^T \) for \( k = 0, \ldots, s-1 \), \( \Gamma_k = \Gamma_k^T \) for \( k = -1, \ldots, -s+1 \), \( \Gamma_k = 0_{r \times r} \) for \( k = \pm s, \pm (s+1), \ldots, \), and

\[
\begin{align*}
(5.12) \quad \Gamma(\lambda) &= \Theta(\lambda) \Sigma_\zeta \Theta(\lambda^{-1})^T / 2\pi,
\end{align*}
\]

where \( \Theta(\lambda) = \sum_{k=0}^{s-1} \Theta_k \lambda^k \). Equation (5.12) is valid whether or not \( \Theta(L) \zeta_t \) is invertible, but an invertible \( \Theta(L) \zeta_t \) can be computed iff \( \det[H \Phi'(\lambda) G] = 0 \) has no unit roots. An invertible \( \Theta(L) \zeta_t \) can be computed, for example, following Zadrozny (1998, sec. 4, pp. 1366-1368). For such an invertible \( \Theta(L) \zeta_t \), \( \det[\Theta(1)] \neq 0 \), so that

\[
(5.13) \quad \Sigma_\zeta = 2\pi \Theta(1)^{-1} \Gamma(1) \Theta(1)^{-T}.
\]

Thus, we have described computing an implicit factor model in the form of an invertible VARMA\((s,s-1)\) process of the \( r \) importance-weighted variables of interest,

\[
(5.14) \quad wt = \phi_1 wt-1 + \ldots + \phi_s wt-s + \zeta_t + \Theta_1 \zeta_{t-1} + \ldots + \Theta_s \zeta_{t-s+1}
\]

where \( \zeta_t \sim NIID(0, \Sigma_\zeta) \). Equation (5.14) is "implicit" because it implicitly incorporates the dynamics of the significant factors. Zellner and Palm (1974) considered a similar so-called "final" equation, but only for a data model, not for a smaller factor model.

5.3. Computing Forecasts.

We now consider \( h \) period-ahead forecasts of \( w_t \) made for out-of-sample periods \( N+1, \ldots, N+M \). State representation (5.5)-(5.6) implies that \( h \)-period-ahead forecasts of \( w_t \) made in periods \( t = N+1-h, \ldots, N+M-h \) are given by

\[
(5.15) \quad w_{t+h|t} = H^h x_{t|t},
\]
where $x_{t|t}$ denotes the filtered estimate of $x_t$ made in period $t$, based on the in-sample-estimated model and the accumulated data, $\bar{y}_{t|t} = (y_{t1}^T, \ldots, y_{ty}^T)^T$. Although the MA part of a model is not apparent in equation (5.15), it is part of the computation of $x_{t|t}$. The forecast error is $\eta_{ht} = w_{t+h} - w_{t+h|t}$ and has the covariance matrix

\begin{equation}
\Gamma_h = \sum_{i=0}^{h-1} W_{1i} R_{i} R_{i}^T \Psi_{1i} W_{1i}^T + \Sigma_u,
\end{equation}

which is positive definite, because $\Sigma_u = \delta I_r$ is positive definite. In section 6, we consider only nonrecursive forecasts, based on a constant model estimated with in-sample data (in recursive forecasting, the model is reestimated as more data becomes available, as time moves forward, and forecast-error covariances are updated correspondingly).

Reconstructibility means that the state vector can be estimated in terms of the model and the data (Kwakernaak and Sivan, 1972). Reconstructibility is relevant because filtered or smoothed estimates of the state vector can be computed iff reconstructibility holds. Data model (2.1) has a state representation analogous to equations (5.5)-(5.6), with observation matrix $H$ and state-transition matrix $F$. If no data are missing for $t \geq \tau \geq 1$, so that all of $\bar{y}_{t|t} = (y_{t1}^T, \ldots, y_{ty}^T)^T$ is observed, then, $\bar{y}_{t|t} = R_{t-\tau} x_\tau + \text{disturbances}$, where

\begin{equation}
R_{t-\tau} = [H^T, (HF)^T, \ldots, (HF^{t-\tau})^T]^T.
\end{equation}

The Cayley-Hamilton theorem tells us that, for $t-\tau \geq s-1$, $R_{t-\tau}$ has full rank $s$, where $s$ is the dimension of the state vector, iff the reconstructibility matrix, $R_{s-1} = [H^T, (HF)^T, \ldots, (HF^{s-1})^T]^T$, has full rank $s$. $R_{s-1}$ is called the reconstructibility matrix because, for $t-\tau \geq s-1$, $x_t$ can be estimated or "reconstructed" in terms of the model and $\bar{y}_{t|t}$ iff $R_{s-1}$ has full rank. For example, abstracting from disturbances, $\bar{y}_{t|t} = R_{t-\tau} x_\tau$ implies that $(R_{t-\tau}^T R_{t-\tau})^{-1} R_{t-\tau}^T \bar{y}_{t|t}$ is a regression-type estimate of $x_t$, for $t-\tau \geq s-1$, iff $R_{s-1}$ has full rank.

If the model is time varying or the data have missing values for whatever reasons, reconstructibility can be defined more generally in terms of time-varying observation and state-transition matrices, $H_t$ and $F_t$. In our experience (Zadrozny, 1990; Chen and Zadrozny, 1998), time-invariant VARMA models estimated
using monthly-quarterly data have reconstructible state vectors according to the more general definition.

5.4. Comments.

If we replace data model (2.1) with significant-factor model (5.5)-(5.6), such that the factor model's parameters, $A_i$, $..., B_i$, $R_i$, are considered free-standing and underived from data model (2.1), then, we always decrease the number of ARMA-coefficient parameters by $(n^2-m^2)(p+q)$ and often (iff $n > 2m-1$) decrease the number of disturbance-covariance parameters by $n(n+1)/2 - n_m$. However, if $R$ is derived from data model (2.1) by WCD, then, the number of free disturbance-covariance parameters stays unchanged at $n(n+1)/2$ and using factor model (5.5)-(5.6) saves $(n^2-m^2)(p+q)$ ARMA-coefficient parameters.

If going from data model (2.1) to factor model (5.5)-(5.6) reduces the number of parameters, then, the reduction in the number of parameters equals the number of overidentifying restrictions on data model (2.1), which may be tested using a likelihood ratio test. In the application in section 6, we estimate data model (2.1) as an unrestricted model and use WCD to derive factor model (5.5)-(5.6) from the data model. Alternatively, we could estimate factor model (5.5)-(5.6) as a free-standing model, which might reduce uncertainty about parameter estimates and improve forecast accuracy (Mariano and Murasawa, 2003). We could also estimate, test, and forecast with a more restricted, orthogonal, m-factor model, with stochastically independent factors, hence, with diagonal ARMA coefficient matrices. PCD factors are always orthogonal (Anderson, 1984, chs. 11 and 14), but WCD factors are generally orthogonal only if $\Sigma_i$ is symmetric. In practice, we want the best-forecasting factor model but practically cannot evaluate all alternatives. WCD should help by reducing an unrestricted n-variable data model to an m-factor model, generally for $m << n$. In the application in section 6, the $m = 1$ and 2 significant-factor models forecast GDP almost as accurately as the $n = 5$ and 11 unrestricted data models.

WCD and minimum realization (MR; Aoki, 1983, 1987; Mittnik, 1990a-b, 1992; Kapetanios and Marcellino, 2004), respectively, can remove redundant variables and lags from data models. In section 6, we use MLE to estimate parameters of data models. Although data models often have redundant variables and lags, MLE is statistically efficient if a model is correctly specified. We could estimate data models using MR and remove redundant lags at the start. If we did this, the estimated model should have no remaining lag redundancies. In theory, MR exactly removes redundancies manifested by zero singular values, but, in practice, MR is
approximate, because sampling noises make truly zero singular values slightly positive. WCD is approximate in both theory and practice, because it uses empirical tests to determine the number of significant factors. Because WCD operates on assumed and estimated input matrices, \( \Omega \) and \( \Gamma_h = \sum_{i=0}^{h-1} \psi_i \Sigma \psi_i^T \), and MR operates on estimated matrices, \( H, F, \) and \( G \), and implied matrices \( \Sigma = H F G^T (F_i) H^T \), MR could precede WCD.

6. Application to Forecasting Quarterly GDP at Monthly Intervals.

6.1. Description of Data.

The data used in this application were all obtained from the Conference Board (2002). The variables depicted in Figure 1 are quarterly real GDP, monthly composite coincident index, and four monthly coincident indicators (employment, personal income, industrial production, and real manufacturing sales), all in standardized logs, with outliers greater than four standard deviations converted to missing values. Observed quarterly GDP is assigned to the third month of a quarter and is treated as missing in the first two months of each quarter. Data missing for any reason are not graphed. Thus, because horizontal time axes are indexed monthly in all figures, GDP should appear as an interrupted line, which is apparent in percentage-growth Figures 3 and 4, but not in log-level Figures 1 and 2. The monthly composite index and indicators are graphed for 522 months from 1959:1 to 2002:6 and quarterly GDP is graphed for 174 quarters from 1959:1 to 2002:2. Figure 3 differs from Figure 1 in that GDP and the indicators are in standardized first differences of logs, the first months and quarters are lost to differencing, GDP is differenced quarterly, and the indicators are differenced monthly.

The variables in Figure 2 are quarterly real GDP, monthly composite leading index, and ten leading indicators (average weekly hours, unemployment claims, new orders of capital goods, vendor performance, new orders of consumption goods, building permits, Standard and Poor's 500 stock index, the money stock in M2 definition, interest on 3-month Treasury bills minus interest on 1-year Treasury notes, and the Conference Board's index of consumer expectations), all in standardized logs, with outliers (seen in Figures 3-4) greater than 3.0 standard deviations converted to missing values. As in Figure 1, missing data are not graphed, GDP is treated as observed in the third month of a quarter, the indicators are graphed for 522 months from 1959:1 to 2002:6.
and GDP is graphed for 174 quarters from 1959:1 to 2002:2. Figure 4 differs from Figure 2 in that GDP and the indicators are in standardized first differences of logs, the first months and quarters are lost to differencing, GDP is differenced quarterly, and the indicators are differenced monthly.

6.2. Data Models and Forecasts.

The paper applies WCD to VARMA-data models estimated using exact Kalman-filtering-based ML (Zadrozny, 1990) and U.S. monthly-indicator (4 coincident, 10 leading) and quarterly-real-GDP data from February 1959 to June 1992. The models were estimated using the monthly-quarterly data in their given mixed-frequency form in order to include at least the mixed-frequency aspect of "real time" analysis, where "real time" means taking explicit account of mixed frequencies, data delays, or data revisions. In developing forecasting models, Stock and Watson (2002b) accounted explicitly for data delays and Schumacher and Breitung (2006) accounted explicitly for data delays and mixed frequencies. We emphasize, however, that using mixed-frequency data in the application has nothing per se to do with WCD. We note again that we produce and evaluate GDP forecasts mainly as a natural way of evaluating WCD and advocate WCD as a general tool for analyzing multivariate time-series models, not just as a tool for producing better forecasts.

Models 1-4 in Tables 1-4 are estimated using data from the "in-sample" period of 401 months, from 1959:2 to 1992:6. The "out-of-sample" period for forecasting and evaluating forecast accuracy is the 120 months from 1992:7 to 2002:6. In the tables, $R^2_e$ denotes the "estimation" or in-sample unadjusted $R^2$; NRMSE denotes normalized root mean-squared forecast error (RMSE) + out-of-sample standard deviations of forecasted GDP; $R^2_f$ denotes the "forecasting" or out-of-sample unadjusted $R^2 = 1 - \text{NRMSE}^2$; $Q$ denotes Ljung-Box Q statistics for testing significance of residual autocorrelations at lags 1-24 for monthly indicators and at lags 1-8 for quarterly GDP; and, $p$ denotes the Q statistics' marginal significance levels or p values. Being based on fewer degrees of freedom, $p$ values of GDP are higher per value of Q. $|\text{AR}|$ and $|\text{MA}|$ denote absolute AR and MA roots, with repetitions in parentheses.

[to be completed]

6.3. Factor Models and Forecasts.
"WCD 1a" means that $W = (1, \ldots, 1)$ (all variables are weighted equally) and no AR roots are filtered out; "WCD 1b" means that $W = (1, \ldots, 1)$ and AR roots with $|AR| > .98$ are filtered out; "WCD 2a" means that $W = (0, \ldots, 0, 1)$ (only GDP is weighted positively) and no AR roots are filtered out; and, "WCD 2b" means that $W = (0, \ldots, 0, 1)$ and AR roots with $|AR| > .98$ are filtered out. Finally, $m$ denotes the number of factors determined to be significant, according to the statistical test in section 5, for $\rho = \alpha = .05$.

We evaluate WCD in terms of the forecast accuracy of WCD-reduced models, because a model is often considered "best" if it produces the most accurate out-of-sample forecasts. We are not trying to challenge other forecasting methods in a "horse race" for the best forecasting method. Thus, for simplicity, in section 6.2 we consider only nonrecursive forecasts in which a data model is estimated using in-sample data, for $t = 1, \ldots, N$, and is held fixed when computing and evaluating forecasts in out-of-sample periods, $t = N+1, \ldots, N+M$. By contrast, in forecasting horseraces, recursive forecasts are more commonly evaluated, in which the forecasting model is reestimated in every out-of-sample period as new data accrue.

The application's main conclusion is that WCD can reduce moderately large VARMA-data models of "important" GDP and up to 10 "unimportant" indicators to small univariate ARMA-factor models of "important" GDP, which forecast GDP almost as accurately as the larger VARMA-data models. It has been known since Nelson (1972) that small univariate ARMA models can forecast macroeconomic variables much more accurately than large econometric models. It is especially interesting here that the small monthly univariate-ARMA-factor models produced GDP forecasts almost as accurate as the VARMA-data models, yet are difficult to estimate directly using the quarterly GDP data in monthly form (e.g., with GDP observations considered missing in the first two months of a quarter and assigned to the third month of a quarter). We tried to do this using Kalman-filtering-based MLE but failed.

[to be completed]

7. Conclusion.

The paper develops and applies a method, called weighted-covariance factor decomposition (WCD) for reducing larger estimated VARMA-data models of "important" variables of primary interest and "unimportant" variables, included
to help account for variations in the "important" variables, to smaller VARMA-factor models of the "important" variables and significant factors. WCD, first, reduces an estimated data model to a significant-factor model in state-space form, in which significant factors are explicit determinants of state variables, and, then, transforms the state-space form to an implicit-factor VARMA form in the "important" variables and their innovations, in which the significant factors have been eliminated but determine the VARMA structure.

[to be completed]

Appendix: Computing $\nabla \hat{K}$ to Test for the Number of Significant Factors.

[to be completed]
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Figure 1: Logs of Quarterly Real GDP, Monthly Coincident Index, and 4 Monthly Coincident Indicators, January 1959 to June 1992
Figure 2: Percentage Growth of Quarterly Real GDP, Monthly Coincident Index, and 4 Monthly Coincident Indicators, January 1959 to June 2002
Figure 3: Logs of Quarterly Real GDP, Monthly Leading Index, and 10 Monthly Leading Indicators, January 1959 to June 2002
Figure 4: Percentage Growth of Quarterly Real GDP, Monthly Leading Index, and 10 Monthly Leading Indicators, January 1959 to June 2002
Table 1a-b: Logs of 4 Monthly Coincident Indicators and Quarterly GDP: Estimated Monthly Data Model and Its GDP Forecast Accuracy

### a. Estimated Monthly VIMA(1,1) Data Model 1


<table>
<thead>
<tr>
<th>Variable</th>
<th>CI1</th>
<th>CI2</th>
<th>CI3</th>
<th>CI4</th>
<th>GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>.992</td>
<td>.991</td>
<td>.988</td>
<td>.989</td>
<td>.973</td>
</tr>
<tr>
<td>Q</td>
<td>170.</td>
<td>26.1</td>
<td>25.7</td>
<td>41.3</td>
<td>17.5</td>
</tr>
<tr>
<td>P</td>
<td>.000</td>
<td>.350</td>
<td>.367</td>
<td>.016</td>
<td>.025</td>
</tr>
</tbody>
</table>

$|AR| = 1.00(5); \ |MA| = 1.00, .234, .178, .108, .034$

### b. Data Model 1 Monthly GDP Forecast Accuracy

**for 1992:7 - 2002:6**

GDP std. devs.: in-sample .792, out-of-sample .252

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>$R^2_\tau$</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.009</td>
<td>.037</td>
<td>.999</td>
<td>.495</td>
</tr>
<tr>
<td>2</td>
<td>.015</td>
<td>.061</td>
<td>.996</td>
<td>.814</td>
</tr>
<tr>
<td>3</td>
<td>.018</td>
<td>.071</td>
<td>.995</td>
<td>.950</td>
</tr>
<tr>
<td>6</td>
<td>.034</td>
<td>.134</td>
<td>.982</td>
<td>.956</td>
</tr>
<tr>
<td>12</td>
<td>.066</td>
<td>.262</td>
<td>.931</td>
<td>.970</td>
</tr>
<tr>
<td>24</td>
<td>.130</td>
<td>.517</td>
<td>.732</td>
<td>.990</td>
</tr>
<tr>
<td>Average 1-24</td>
<td>.070</td>
<td>.279</td>
<td>.922</td>
<td>.900</td>
</tr>
</tbody>
</table>

$N = \text{in-sample degrees of freedom} = \text{no. of in-sample periods} - \text{no. of estimated parameters} = 401 - 40 = 361 \text{ months}$.

$M = \text{no. of out-of-sample periods} = 120 \text{ months}$.
Table 1c-d: Logs of 4 Monthly Coincident Indicators and Quarterly GDP: Implied Monthly GDP ARMA Model and Its Forecast Accuracy

c. Data Model 1 Decompositions for h = 12 Months

<table>
<thead>
<tr>
<th>WCD</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\varphi_3$</th>
<th>$\varphi_4$</th>
<th>$\varphi_5$</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>.776</td>
<td>.103</td>
<td>.067</td>
<td>.040</td>
<td>.014</td>
<td>4</td>
</tr>
<tr>
<td>1b</td>
<td>.461</td>
<td>.299</td>
<td>.110</td>
<td>.085</td>
<td>.045</td>
<td>4</td>
</tr>
<tr>
<td>2a</td>
<td>.991</td>
<td>.009</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>1</td>
</tr>
<tr>
<td>2b</td>
<td>.874</td>
<td>.126</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>2</td>
</tr>
</tbody>
</table>


\[
\ln GDP_t = \ln GDP_{t-1} + \zeta_t + .131 \zeta_{t-1}
\]

\[
\sigma_\zeta = 1.18, \quad |AR| = 1.00, \quad |MA| = .131
\]

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>$R_f^2$</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.018</td>
<td>.073</td>
<td>.995</td>
<td>.974</td>
</tr>
<tr>
<td>2</td>
<td>.018</td>
<td>.073</td>
<td>.995</td>
<td>.974</td>
</tr>
<tr>
<td>3</td>
<td>.018</td>
<td>.073</td>
<td>.995</td>
<td>.974</td>
</tr>
<tr>
<td>6</td>
<td>.035</td>
<td>.139</td>
<td>.981</td>
<td>.985</td>
</tr>
<tr>
<td>12</td>
<td>.068</td>
<td>.271</td>
<td>.927</td>
<td>.992</td>
</tr>
<tr>
<td>24</td>
<td>.130</td>
<td>.528</td>
<td>.721</td>
<td>.996</td>
</tr>
<tr>
<td>Average 1-24</td>
<td>.074</td>
<td>.302</td>
<td>.909</td>
<td>.990</td>
</tr>
</tbody>
</table>
Table 2a-b: Percentage Growth of 4 Monthly Coincident Indicators and Quarterly GDP: Estimated Monthly Data Model and Its GDP Forecast Accuracy

### a. Estimated Monthly VAR(1) Data Model


<table>
<thead>
<tr>
<th>Variable</th>
<th>CI1</th>
<th>CI2</th>
<th>CI3</th>
<th>CI4</th>
<th>GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>.349</td>
<td>.195</td>
<td>.154</td>
<td>.156</td>
<td>.554</td>
</tr>
<tr>
<td>Q</td>
<td>23.5</td>
<td>23.4</td>
<td>30.4</td>
<td>57.6</td>
<td>15.3</td>
</tr>
<tr>
<td>p</td>
<td>.487</td>
<td>.499</td>
<td>.173</td>
<td>.000</td>
<td>.054</td>
</tr>
</tbody>
</table>

$|AR| = .805, .331, .145, .136, .088$

### b. Data Model 2 Monthly GDP Forecast Accuracy

for 1992:7 to 2002:6

GDP std. devs.: in-sample 1.09, out-of-sample .581

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>$R^2$</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.557</td>
<td>.960</td>
<td>.078</td>
<td>.696</td>
</tr>
<tr>
<td>2</td>
<td>.569</td>
<td>.980</td>
<td>.040</td>
<td>.711</td>
</tr>
<tr>
<td>3</td>
<td>.635</td>
<td>1.09</td>
<td>-.188</td>
<td>.794</td>
</tr>
<tr>
<td>6</td>
<td>.636</td>
<td>1.10</td>
<td>-.210</td>
<td>.817</td>
</tr>
<tr>
<td>12</td>
<td>.640</td>
<td>1.10</td>
<td>-.210</td>
<td>.739</td>
</tr>
<tr>
<td>24</td>
<td>.635</td>
<td>1.09</td>
<td>-.188</td>
<td>.679</td>
</tr>
<tr>
<td>Average 1-24</td>
<td>.630</td>
<td>1.09</td>
<td>-.188</td>
<td>.710</td>
</tr>
</tbody>
</table>

N = in-sample degrees of freedom = no. of in-sample periods - no. of estimated parameters = 401 - 40 = 361 months.

M = no. of out-of-sample periods = 120 months.
Table 2c-d: Percentage Growth of 4 Monthly Coincident Indicators and Quarterly GDP: Implied Monthly GDP ARMA Model and Its Forecast Accuracy

c. Data Model 2 Decompositions for $h = 12$ Months

<table>
<thead>
<tr>
<th>WCD</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\varphi_3$</th>
<th>$\varphi_4$</th>
<th>$\varphi_5$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>0.624</td>
<td>0.164</td>
<td>0.090</td>
<td>0.065</td>
<td>0.057</td>
<td>5</td>
</tr>
<tr>
<td>2a</td>
<td>0.735</td>
<td>0.256</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>2</td>
</tr>
</tbody>
</table>


\[
\Delta \ln GDP_t = 0.866 \Delta \ln GDP_{t-1} - 0.037 \Delta \ln GDP_{t-2} + \zeta_t - 0.328 \zeta_{t-1}
\]

$\sigma_\zeta = 1.32$, $|AR| = 0.907, 0.041, |MA| = 0.328$

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>$R_f^2$</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.633</td>
<td>1.09</td>
<td>-0.188</td>
<td>0.790</td>
</tr>
<tr>
<td>2</td>
<td>0.633</td>
<td>1.09</td>
<td>-0.188</td>
<td>0.790</td>
</tr>
<tr>
<td>3</td>
<td>0.633</td>
<td>1.09</td>
<td>-0.188</td>
<td>0.790</td>
</tr>
<tr>
<td>6</td>
<td>0.618</td>
<td>1.06</td>
<td>-0.124</td>
<td>0.793</td>
</tr>
<tr>
<td>12</td>
<td>0.639</td>
<td>1.10</td>
<td>-0.210</td>
<td>0.738</td>
</tr>
<tr>
<td>24</td>
<td>0.635</td>
<td>1.09</td>
<td>-0.188</td>
<td>0.679</td>
</tr>
<tr>
<td>Average 1-24</td>
<td>0.635</td>
<td>1.09</td>
<td>-0.188</td>
<td>0.716</td>
</tr>
</tbody>
</table>
Table 3a-b: Logs of 10 Monthly Leading Indicators and Quarterly GDP: Estimated Monthly Data Model and Its GDP Forecast Accuracy

### a. Estimated Monthly VIMA(1,1) Data Model 3

<table>
<thead>
<tr>
<th>Var.</th>
<th>LI1</th>
<th>LI2</th>
<th>LI3</th>
<th>LI4</th>
<th>LI5</th>
<th>LI6</th>
<th>LI7</th>
<th>LI8</th>
<th>LI9</th>
<th>LI10</th>
<th>GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_f^2$</td>
<td>.841</td>
<td>.964</td>
<td>.975</td>
<td>.883</td>
<td>.950</td>
<td>.935</td>
<td>.990</td>
<td>.989</td>
<td>.908</td>
<td>.932</td>
<td>.968</td>
</tr>
<tr>
<td>Q</td>
<td>31.5</td>
<td>20.0</td>
<td>27.1</td>
<td>25.8</td>
<td>38.3</td>
<td>27.2</td>
<td>36.1</td>
<td>27.2</td>
<td>52.4</td>
<td>38.0</td>
<td>3.65</td>
</tr>
<tr>
<td>P</td>
<td>.139</td>
<td>.697</td>
<td>.298</td>
<td>.365</td>
<td>.032</td>
<td>.294</td>
<td>.053</td>
<td>.294</td>
<td>.001</td>
<td>.035</td>
<td>.888</td>
</tr>
</tbody>
</table>

$|\text{AR}| = 1.00(11)$
$|\text{MA}| = .612(2), .538(2), .447, .436, .238, .237, .120, .145(2)$

### b. Data Model 3 Monthly GDP Forecast Accuracy

GDP std. devs.: in-sample .792, out-of-sample .252

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>$R_f^2$</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.028</td>
<td>.112</td>
<td>.987</td>
<td>1.49</td>
</tr>
<tr>
<td>2</td>
<td>.040</td>
<td>.160</td>
<td>.974</td>
<td>2.14</td>
</tr>
<tr>
<td>3</td>
<td>.037</td>
<td>.145</td>
<td>.979</td>
<td>1.93</td>
</tr>
<tr>
<td>6</td>
<td>.049</td>
<td>.195</td>
<td>.962</td>
<td>1.39</td>
</tr>
<tr>
<td>12</td>
<td>.077</td>
<td>.304</td>
<td>.908</td>
<td>1.13</td>
</tr>
<tr>
<td>24</td>
<td>.139</td>
<td>.552</td>
<td>.695</td>
<td>1.06</td>
</tr>
<tr>
<td>Average 1-24</td>
<td>.083</td>
<td>.328</td>
<td>.892</td>
<td>1.19</td>
</tr>
</tbody>
</table>

$N =$ in-sample degrees of freedom = no. of in-sample periods
- no. of estimated parameters = 401 - 187 = 214 months.

$M =$ no. of out-of-sample periods = 120 months.
Table 3c–d: Logs of 10 Monthly Leading Indicators and Quarterly GDP: Implied Monthly GDP ARMA Model and Its Forecast Accuracy

c. Data Model 3 Decompositions for h = 12 Months

<table>
<thead>
<tr>
<th>WCD</th>
<th>ϕ₁</th>
<th>ϕ₂</th>
<th>ϕ₃</th>
<th>ϕ₄</th>
<th>ϕ₅</th>
<th>ϕ₆</th>
<th>ϕ₇</th>
<th>ϕ₈</th>
<th>ϕ₉</th>
<th>ϕ₁₀</th>
<th>ϕ₁₁</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>.45</td>
<td>.19</td>
<td>.11</td>
<td>.08</td>
<td>.06</td>
<td>.03</td>
<td>.02</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>6</td>
</tr>
<tr>
<td>1b</td>
<td>.39</td>
<td>.22</td>
<td>.11</td>
<td>.08</td>
<td>.05</td>
<td>.05</td>
<td>.03</td>
<td>.02</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>7</td>
</tr>
<tr>
<td>2a</td>
<td>.94</td>
<td>.05</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>2</td>
</tr>
<tr>
<td>2b</td>
<td>1.0</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>1</td>
</tr>
</tbody>
</table>

d. Monthly GDP IMA(1,1) Factor Model 3–2b

\[
\ln GDP_t = \ln GDP_{t-1} + \zeta_t - 0.679 \zeta_{t-1}
\]

\[
\sigma_\zeta = 0.996, \quad |AR| = 1.00, \quad |MA| = 0.679
\]

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>( R^2 )</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.035</td>
<td>.141</td>
<td>.980</td>
<td>1.87</td>
</tr>
<tr>
<td>2</td>
<td>.035</td>
<td>.141</td>
<td>.980</td>
<td>1.87</td>
</tr>
<tr>
<td>3</td>
<td>.035</td>
<td>.141</td>
<td>.980</td>
<td>1.87</td>
</tr>
<tr>
<td>6</td>
<td>.052</td>
<td>.206</td>
<td>.958</td>
<td>1.47</td>
</tr>
<tr>
<td>12</td>
<td>.085</td>
<td>.335</td>
<td>.888</td>
<td>1.24</td>
</tr>
<tr>
<td>24</td>
<td>.148</td>
<td>.586</td>
<td>.657</td>
<td>1.12</td>
</tr>
<tr>
<td>Average 1–24</td>
<td>.092</td>
<td>.365</td>
<td>.866</td>
<td>1.32</td>
</tr>
</tbody>
</table>
Table 4a-b: Percentage Growth of 10 Monthly Leading Indicators and Quarterly GDP: Estimated Monthly Data Model and Its GDP Forecast Accuracy

a. Estimated Monthly VAR(1) Data Model 4

<table>
<thead>
<tr>
<th>Var.</th>
<th>LI1</th>
<th>LI2</th>
<th>LI3</th>
<th>LI4</th>
<th>LI5</th>
<th>LI6</th>
<th>LI7</th>
<th>LI8</th>
<th>LI9</th>
<th>LI10</th>
<th>GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_e^2$</td>
<td>.132</td>
<td>.106</td>
<td>.172</td>
<td>.135</td>
<td>.202</td>
<td>.159</td>
<td>.078</td>
<td>.555</td>
<td>.179</td>
<td>.101</td>
<td>.443</td>
</tr>
<tr>
<td>Q</td>
<td>66.6</td>
<td>27.3</td>
<td>51.1</td>
<td>50.4</td>
<td>83.4</td>
<td>36.9</td>
<td>24.5</td>
<td>40.3</td>
<td>41.0</td>
<td>60.9</td>
<td>29.0</td>
</tr>
<tr>
<td>p</td>
<td>.000</td>
<td>.293</td>
<td>.001</td>
<td>.001</td>
<td>.000</td>
<td>.045</td>
<td>.431</td>
<td>.020</td>
<td>.017</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

$|\text{AR}| = .728(2), .396, .342, .320(2), .220(2), .204, .135(2)$

b. Data Model 4 Monthly GDP Forecast Accuracy

GDP std. devs.: in-sample 1.09, out-of-sample .581

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>$R_f^2$</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.596</td>
<td>1.03</td>
<td>-.061</td>
<td>.744</td>
</tr>
<tr>
<td>2</td>
<td>.664</td>
<td>1.14</td>
<td>-.232</td>
<td>.829</td>
</tr>
<tr>
<td>3</td>
<td>.725</td>
<td>1.25</td>
<td>-.558</td>
<td>.905</td>
</tr>
<tr>
<td>6</td>
<td>.649</td>
<td>1.12</td>
<td>-.248</td>
<td>.834</td>
</tr>
<tr>
<td>12</td>
<td>.623</td>
<td>1.07</td>
<td>-.150</td>
<td>.720</td>
</tr>
<tr>
<td>24</td>
<td>.636</td>
<td>1.09</td>
<td>-.198</td>
<td>.680</td>
</tr>
<tr>
<td>Average 1-24</td>
<td>.638</td>
<td>1.10</td>
<td>-.206</td>
<td>.720</td>
</tr>
</tbody>
</table>

$N = \text{in-sample degrees of freedom} = \text{no. of in-sample periods} - \text{no. of estimated parameters} = 401 - 187 = 214 \text{ months.}$

$M = \text{no. of out-of-sample periods} = 120 \text{ months.}$
Table 4c-d: Percentage Growth of 10 Monthly Leading Indicators and Quarterly GDP: Implied Monthly GDP ARMA Model 4-2b and Its Forecast Accuracy

c. Data Model 4 Decompositions for h = 12-Months

<table>
<thead>
<tr>
<th>WCD</th>
<th>ϕ₁</th>
<th>ϕ₂</th>
<th>ϕ₃</th>
<th>ϕ₄</th>
<th>ϕ₅</th>
<th>ϕ₆</th>
<th>ϕ₇</th>
<th>ϕ₈</th>
<th>ϕ₉</th>
<th>ϕ₁₀</th>
<th>ϕ₁₁</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>.258</td>
<td>.163</td>
<td>.104</td>
<td>.080</td>
<td>.074</td>
<td>.065</td>
<td>.062</td>
<td>.057</td>
<td>.055</td>
<td>.047</td>
<td>.035</td>
<td>10</td>
</tr>
<tr>
<td>2a</td>
<td>.766</td>
<td>.174</td>
<td>.047</td>
<td>.012</td>
<td>.001</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>2</td>
</tr>
</tbody>
</table>


\[
\Delta \ln GDP_t = 0.993 \cdot \Delta \ln GDP_{t-1} - 0.191 \cdot \Delta \ln GDP_{t-2} + \zeta_t - 0.279 \cdot \zeta_{t-1}
\]

\[\sigma \zeta = 1.18, \quad |AR| = 0.732, \quad 0.261, \quad |MA| = 0.279\]

<table>
<thead>
<tr>
<th>Months Ahead</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>(R^2_f)</th>
<th>Theil U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.632</td>
<td>1.09</td>
<td>-.188</td>
<td>.790</td>
</tr>
<tr>
<td>2</td>
<td>.632</td>
<td>1.09</td>
<td>-.188</td>
<td>.790</td>
</tr>
<tr>
<td>3</td>
<td>.632</td>
<td>1.09</td>
<td>-.188</td>
<td>.790</td>
</tr>
<tr>
<td>6</td>
<td>.619</td>
<td>1.07</td>
<td>-.145</td>
<td>.795</td>
</tr>
<tr>
<td>12</td>
<td>.636</td>
<td>1.10</td>
<td>-.210</td>
<td>.735</td>
</tr>
<tr>
<td>24</td>
<td>.636</td>
<td>1.10</td>
<td>-.210</td>
<td>.680</td>
</tr>
<tr>
<td>Average 1-24</td>
<td>.633</td>
<td>1.09</td>
<td>-.188</td>
<td>.714</td>
</tr>
</tbody>
</table>