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Abstract

Local network externalities are present when the network externalities associated
with entering a certain network depends not only on the total number of agents in the
network, but on the identity of the agents in the network. We explore the consequences
of local network externalities within a framework where two networks compete on the
Hotelling circle. We first show that local network externalities, in contrast to global
network externalities, do not sharpen competition. Then we show that the equilbrium
suffers from composition inefficiency, due to a coordination failure. We also study the
effects of the systematic difference between the marginal and the average consumer
that the local network externalities create.

1 Introduction

Network externalities are present when an agent’s utility of consumption of a good depends
on the number of other agents that are consuming the good. Network externalities are a
predominant feature in several important sectors, like telecommunications, software industry,
and financial services. In economics literature, pioneered by Rolph (1974), Katz and Shapiro
(1985), Arthur (1989), Farrell and Saloner (1985, 1986), and Katz Shapiro (1992), network
effects are primarily captured by the unidimensional variable size. However, in reality not
only size but also the structure of the network matters. More specifically, consumers may
have preferences for the type (or identity) of the consumers in a network as well as their
numbers. We refer to this as local network externalities. The examples of local network
externalities are abound:

First, the identity of consumers may be of importance in classical network industries,
like telecommunication, with imperfect connectivity. Several telecommunication firms (par-
ticularly mobile phones) set different on-and off net prices. As a result, consumers have a
preference for staying in the same network as the people they are communicating with.

Similar effects take place when choosing between platform providers. For instance, the
attractiveness of connecting to Windows relative to Macintosh is influenced by the choices
of other consumers. First there is a direct effect; it may be more convenient to use the same
system as colleagues and business partners with whom the person in question has direct



contact with. In addition, increasing returns to scale in providing applications imply that
the number and types of applications available will depend on the number and preferences
of the consumers connected to that platform. Thus, not only the number, but also the
preferences of the other consumers matter for the attractiveness of a given platform. As an
example, architects often use MclIntosh. For an architect, the most interesting applications
are the one that are related to his work. Therefore, when choosing between platforms an
architect is primarily interested in the platform that attract more architects. If the other
platform attracts a larger fractions of other professionals that may be of less importance.

Other examples can be found in the transactions industry, like the banking and credit
card industry. When choosing credit card, it is important not only to buy one with a large
customer base, but also (for a given size) to chose one where the customers have the same
trading habit as you have. This will increase the likelihood that the sellers you approach
will accept that credit card. In banking it matters for a firm if its present and future trading
partners, suppliers, customers etc. are likely to use the same bank, as this may reduce
direct transaction costs as well as problems associated with asymmetric information (the
bank will receive more information about your trading partner and thereby learn about
your credit worthiness. The bank may also be able to internalize external effects of default
between suppliers and manufacturers. In addition, the customers may care about previous
customers, as this may give information about the firms’ areas of expertise.

The classical network industries are only one example. For consumption goods or services
that involve social interaction, consumers generally have preferences for the identity of other
customers. This can be various types of clubs and dating sites. Another example regards
choice of schools, where the other customers (students) is a pool both for social interaction
and as basis for a social network that may be valuable in professional life. Even in restaurants
and bars, low-key social interaction (as well as social identification) may imply that the
customers have preferences over the types of consumers that visit the establishment.

In the present paper we introduce what we refer to as local network effects into a standard
Hotelling model of competition between two networks offering differentiated products. This
is a standard model for price competition in general and competition between network firms
in particular, see REFERENCES. Social preferences are modelled using the Salop circle,
where each consumer has a location on the circle, and where consumers have a stronger
preference for being in the same network with consumers that are located close to them at
the circle than to consumers that have a distant location. Consumers are thus heterogenous
along two dimensions, regarding technological preferences and social location. In addition
we assume that social location and technological preferences are correlated, but not perfectly
so. This will typically be the case in social networks (friends to some extent share the same
interests and have the same preferences) and in professional settings (firms and persons in
the same sector or occupation to some extent have the same technological demands).

Our first contribution is methodological. We show that if the social preferences are not
too strong relative to the technological preferences, there exists a unique equilibrium of
this model. We characterize the equilibrium and show how it depends on the fundamental
parameters of the model, the nature of the network externalities, and the relative strength
of the technological versus social preferences. We then analyze the welfare effects of the
model. We show that the equilibrium is not socially optimal. Compared with the planner’s
solution, the consumers in the market solution puts too much emphasis on their technological



preferences and put too little emphasis on their social preferences.

Our next finding regards the effects of network externalities on competition intensity.
It is a celebrated result that network externalities may stiffen competition between firms
(Gilbert 1992, Farrell and Saloner 1992, Foros and Hansen 2002, Shy 2001), as network ex-
ternalities make the demand functions more elastic. Surprisingly, we find that local network
externalities this effect is weakened or even eliminated, even though the marginal consumers
value highly an increase in the network size. The reason is that after a price change, the
previously marginal agent is inframarginal, and the new marginal consumer has different
preferences.

Finally, we show that local network externalities create systematic differences between
the average and the marginal agents, as the inframarginal agents in expected terms have
shorter social distance to the average consumer in the network than the marginal consumer
has. We first study the effects of this in a telecom-context in which the firms use two-part
tariffs for connection and usage. The network owner has an incentive to set usage price above
marginal costs in order to extract rent from the inframarginal consumers, as the marginal
consumers have lower demand for usage than the inframarginal consumer (since she has
fewer "friends" in the network).

We also study the effects on the firms’ incentives to undertake investments that enhance
one-way compatibility As observed by Farrel and Salloner (1992), the network owner with
global network externalities chooses the socially optimal level of one-way compatibility. With
local externalities this is no longer true. The marginal agent has a larger set of agents socially
close to him than has the average agent, and therefore has a higher willingness to pay for
one-way compatibility (like running the other network’s applications). Hence, the network
owner tends to overinvest in one-way compatibility.

'Existing literature: social interaction

Existing literature, network effects

Our concern for other As network effects are important in the new growth industries
as telecommunication and information technology, the effects of network externalities on
competition and on the efficiency of the market solution has achieved considerable attention
lately. Examples include

In this literature, network externalities are only associated with the size of the network;
the more agents that belong to a network, the more attractive is the network. Although
network structure clearly impacts network externality effects, this topic is not much explored
in the literature (Joseph Farrell and Paul Klemperer, 2003). Exceptions are Jeffrey Rohlf’s
(1974) and Beige (2001). In his early treatment of network externalities, Rohlfs points to
what he identifies as ” Community of interest groups” and ”Few principle contacts” as factors
that can increase the utility that agents obtain. Beige explores such effects in micro-structure

1Social preferences can naturally be divided into a vertical and a horisontal part. The vertical part,
which is often the focus in for instance housing markets and models for provision of local public goods,
relates to variables for which agents have the same preferences. The preferences may for instance relate to
the income, social capital, human capital, beauty etc of the potential peers. The horisontal part reflects
ideosyncratic taste parameters and history. In a club setting, personal interests and taste are example of
horisontal differences, occupation when choosing platform, industry when choosing bank, and family and
friends when chosing mobile phone.



coordination game.

Let us give some examples. If the networks are communication goods with limited inter-
connection, an agent prefers (cet par) to be in the same network as the people with whom
he communicates intensively. In the case of system goods (like operative systems), an agent
would like to join the same system as other agents with which he exchanges files frequently.
Furthermore, the network externalities may be indirect and associated for instance with the
number and quality of applications available (Katz and Shapiro 1994).

The aim of the paper is twofold. First we explore how local network externalities influence
competition between firms, and contrast our findings with the results with global network
externalities. Second, we demonstrate that local network externalities create systematic
differences between marginal and average agents within a network, and explore how this
may create distortions in pricing and compatibility decisions made by the network owners.

Then we study the network owner’s incentives to invest in technology that enhances
one-way compatibility (for instance the possibility of running applications written for the
competing network). As observed by Farrel and Salloner (1992), the network owner with
global network externalities chooses the socially optimal level of one-way compatibility. With
local externalities this is no longer true. The marginal agent has a larger set of agents socially
close to him than has the average agent, and therefore has a higher willingness to pay for
one-way compatibility (like running the other network’s applications). Hence, the network
owner tends to overinvest in one-way compatibility. Similar effects rise if the owner of a
communication network can discriminate between communication within the network and
out of the network. Since the marginal agent communicates most intensely with agents
outside the network, the network owner will have an incentive to subsidize communication
out of the network and more than recoup the loss by increasing the fixed cost of being
connected to the network.

There is considerable sociological empirical evidence that a variety of actor interactions
follow semi-stable structured pre-established interrelationships with higher within group than
between group exchange intensity (Mark Granovetter, 1973,1985, B. Uzzi, 1996, B. Wellman
and S. Wortley, 1990) and recent work in economics has investigated the impact of such
ex ante inter-actor linkages on economic exchange (Rachel E. Kranton and Deborah F.
Minehart, 2001).

Local effects may be present in several important sectors and activities. Network ex-
ternalities are obvious in some transaction services such as telephony or operation of stock
exchanges (Nicholas Economides, 1993), and less apparent in other network industries e.g.
banking and insurance (Nicholas Economides, 2001). In general there are strong returns
to scale from network externalities in institutions (Douglass C. North, 1991) and hence
the service provided by the corresponding transaction organizations that operate technolo-
gies and employ institutional instruments in order to facilitate efficient inter-actor exchange
(Douglass C. North, 1991) and lower their agents’ transaction costs (O. Williamson, 1975).
Direct network externalities are not limited to transaction services, but they are of par-
ticular interest in such industries because the intrinsic value of the service typically is low
(Michael L Katz and Carl Shapiro, 1985, Jeffrey Rohlfs, 1974). Although major welfare
gains from transaction services result from the ability to extend trade beyond local contexts,
local direct network effects are particularly plausible in the services provided by transaction
organizations, (Douglass C. North and John Joseph Wallis, 1982) because a large number
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of exchanges are likely to take place between previously related parties (Mark Granovetter,
1995, 1985, B. Uzzi, 1996, D. J. Watts, 1999) even if their initial exchange was the result
of the availability of transaction services. Most transaction services are provided with some
form of interconnection between competitors, e.g. telecommunication firms allow cross firm
calling and banks clear inter-bank transactions. Suppliers face a trade-off between increasing
the utility of their services by interconnecting their networks and appropriating monopoly
rents and they set prices for interconnection by competitors and for agents cross network
transactions. Firms with larger networks depend less on other firms for interconnect and
thus are less dependent on firms with smaller networks than vice versa (J. Laffont et al.,
1998a, b).

The rest of the paper is organized as follows. Section 2 constructs basic model capturing
local network externalities. Section 3 analyzes the effect of local network externalities on
competition intensity. Section 4 addresses the composition efficiency of the equilibrium. Sec-
tion 5 studies the effects of the systematic difference between inframarginal and intramarginal
agents on pricing decisions and the allocation of resources. The last section concludes.

2 Modelling local network externalities

We analyze competition between two suppliers (or firms) of a good, supplier A and sup-
plier B. The suppliers are horizontally differentiated along two dimensions. First, they are
differentiated along a technological dimension. This is exogenous in the model. Second,
they are differentiated regarding the set of consumers they attract. This will be determined
endogenously.

We want to capture horizontal social preferences as described in the introduction. We
do this two steps. First we assume that each consumer has a social location on the Salop
circle, with circumference equal to two.? Denote by z;eQ agent i’s social location, where
) = [—1,1]. Finally, let d denote a distance measure on €2, defined as

d(zi, z;) = min[|z; — z;[,2 — |2 — 2]

Thus d(z;, z;) is the shortest distance between the two agents along the circle.

Let us give some examples. If the application at hand relates to membership in clubs,
social location reflects preferences and interests. If it relates to the choice of platform (like
Macintosh and Windows), the social location will be influenced by occupation and education.
If the application at hand relates to banking, social location may reflect industry and business
niche, while if it relates to mobile telephony it may be related to the position of your personal
friends.

The second step regards the utility obtained by "social interaction" with the peers choos-
ing the same supplier. The function g : [—1,1] — [0,1] shows agent i’s preference for being
in the same network as an agent at social distance d. We assume that ¢ is strictly decreasing
in d, reflecting that agents gain more from "being together" with people that are socially
close than socially distant. We do not allow g to be negative. Finally, we assume that the

2The motivation behind letting agents be distributed on the circle is to avoid the asymmetry associated
with consumers on the end of a line that only communicate in one direction. Each consumer has a set of
other agents with which he or she interact, hereafter called friends.



value of social interaction is additive, in the following sense: suppose a fraction H(z) of the
agents of social location z belongs to network A. Then the social utility of joining firm A

for a person of location z; can be written as /g(d(z, 2;))H(z)dz. We refer to this as the
Q

network utility associated with joining firm A.

Hence there is no crowding-out effects of membership. This seems to be a reasonable
assumption for platforms, banks, and telephony, but maybe less so for social clubs, where
the average member "type" may matter. Note also that this additivity property gives rise to
increasing return to scale on the demand side (reference), but in contrast with the existing
models with increasing returns to scale not only the number, but also the social location of
the other customers matter for own utility.

The second element in our analysis relates to technological differentiation. We assume
that two rivaling suppliers A and B offer horizontally differentiated products. We model
technological preferences by the Hotelling line, where the suppliers are located at the end
points of a line of unit length, while the consumers are located between them. Technological
differences may reflect pure technological features, user-friendliness, and design. Macintosh
and PCs have chosen different solutions, as have Playstation and X-box. Different mobile
phone operators also offer services with different features that appeal to different segments
of the market, and the Hotelling model is a workhorse when modelling competition within
telecommunication. Finally, schools may offer different curricula and students may differ in
their preference for these.?

A driving assumption in our analysis is that social and technical preferences may be
related. People who are socially close are then more likely to share the same technological
preferences. For instance, when choosing between Macintosh and PC, the technological
solutions the platforms may be better suited for some professional tasks than others, and
thus suit members of some professions better than others. People like one would prefer to
socialize with may have similar interests as oneself regarding curriculum (schools) activities
(clubs) and calling plans (mobile phones). More specifically, we assume that we can write
the technological preference of an agent with social location z; is given by

yi = alzi] + (1 —a)e; (1)
where ¢; is drawn from a uniform distribution on [0, 1], i.i.d. for all agents, and the parameter
a satisfies 0 < a < 1. If a = 0 then y and z are independent, there is no correlation between
social location and and if a = 1 the two variables are perfectly correlated. Finally, in

technology space, all agents are located between the two platforms at 0 and 1. It follows
that the expected social location (conditioned on z) can be written as

Ey|zi =alz| + (1 —a)/2

Thus Ey|0 = (1 —a)/2 and Ey|l = (1 + a)/2, while Ey|1/2 = 1/2. Note the symmetry
around 1/2. The cumulative distribution function of y conditional on z, F(y|z) can thus be
written as

3Note that the social positions of the customers may shape the technological properties of the supplier.
For instance, we argued that professionals of a given type prefer to stay on the same platform as their peers
since this may increase the number of applications that will be developed. In our set-up this is embodied
in the g-function. Technological differences refer to pre-existing technological differences, i.e., differences
between the products that are present before the social location of the customers are determined.
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F(ylz) = 0 if y<alz|
= yl——a|z| ifalz| <y <alz|+1—-a
—a

=1 if y>alz|+1—a (2)

Or, more compactly,

—a

F(y|z) = max lmin [yl—_&|2| 1] ,0}

The pair (y;, z;) completely characterizes any given agent i.
The utility of an agent (y;, z;) by joining network A at price p4 is given by

u(ys, 2) = a — ty; + /g(d(z, zi))H(z)dz — pa (3)
Q

We have already defined the third term. The parameter ¢ reflects the intensity of technolog-
ical preferences, while o denote the intrinsic value of being connected to a platform. In what
follows we assume that « is sufficiently big so that the entire market is covered. Analogously,
we have that

u? (yi zi) = o —t(1—y;) + /Qg(d(z, 2))(1 = H(2))dz — pp (4)

Finally, define g as
7= [ gtz )iz

Note that g denotes the maximum network utility obtainable, obtained if all agents in the
economy join the same supplier.
The timing of the model goes as follows:

1. The two firms A and B simultaneously and independently choose prices p4 and pg,
respectively. The firms are not able to price discriminate by setting different prices for
agents with different locations at the circle.

2. The agents independently decide which firm to go to, given the prices and given their
expectations about the choice of the other agents in the economy. In equilibrium,
expectations are rational.

3 Equilibrium

In this section we derive the equilibrium of the model. We first solve the second stage of the
game, which we refer to as the assignment game. Then we solve for the optimal prices given
the equilibrium of the assignment game.



3.1 The assignment game

In this section we focus on the agents choice of network for given prices p4 and pg.

For any given distribution Hy(z;) defined on [—1,1],* let y™(z;) denote the technological
preference of an agent that is indifferent between the two platforms. From (3) and (4) it
follows that

UA<ym(Zi>7 z) = UB(ym(Zz‘)a 2;)

—
7" () = [ 9(de, ) Hale)dz = P2 LA =08 )
() = [ [ gz, z) o)z + P2 =LAy g (6)

Let H;(z) denote the fraction of agents at social localization z that prefers the A-network
given Hy, and write Hq(z) = ['Hy(2). In order to characterize I" we use the fact that there
is a close relationship between y™ and H;. From (2) it follows that

I'H(z) = 0 if y"(zi) < alzl (7)
= M ifalz;] <y <alz|+1-a
—a
=1 if y™(z)>alz|+1—a
Or, more compactly,
Hi(z;) =THy(z;) = max {min {M ,1] ,0] (8)
—a

Since (3) and (4) are continuous in y, it follows that y™(z;) and thus H;(z;) are continuous.
For given prices pa and pg, an equilibrium distribution function H¢(z) is a fixed-point
satisfying
H¢(z) =TH®(z)

or by combining (6) and (8)
/ 9(d(z, 2)) H(2)dz + BE=BAZTEL g |
t(1—a)

['H(z;) = max |min , 11,0 9)

Proposition 1 Suppose g < t(1—a). Then T is a contraction mapping with modulus ﬁ.

Hence, for any given prices pa and pp, the fized point H(z) = T'H(z) exists and is unique.

*We don’t require that H(1) = H(—1). Below we show that for the equilibrium distribution, this is
always the case.



Proof. We apply Blackwell’s sufficient condition®. It follows from Blackwell’s sufficient
condition that I" is a contraction if it satisfies i) a monotonicity condition, and ii) discounting.
Denote by S the set of all bounded continuous functions on [—1, 1]. Then I is a mapping from
S into S. It is bounded above by 1 and below by 0, and continuous as H(z) is continuous.
The monotonicity condition requires that if H;, H;eS and H;(z) < H;(z) all z, then I'H;(z) <
I'H;(z) all z. Since the RHS of (9) is increasing in H(z) for all z, the monotonicity condition
is satisfied. Consider next the discounting condition. The discounting condition requires
that there exists some « in (0,1) such that for all H; in S, all v > 0, and all z; we have
L(H; +v)(2z) <T(H;)(z) + av. It follows from (9) that
/g(d(z, 2))(H;(2) + v)dz + PE=PAZTHL _ gz

I'(H; +v)(z) = max |min 1 —a) , 11,0

/ 9(d(z, z)) Hi(2)dz + PRTRATTH g )

= max |min +v J ,
t(1—a) t(1—a)

1,0

Hence, if neither the requirement that H < 1 (the minimum operator) or the requirement
that H > 0 (the max operator) binds, it follows that T'(H; + v)(z;) = T'(H;)(z;) + vﬁ. If
either the minimum operator or the maximum operator strictly binds, then T'(H; +a)(z;) <
I'(H;)(z) + vﬁ. It follows that I is a contraction mapping with modulus ﬁ. n

Thus, whenever § < t(1 — a), the coordination game between the agents has a unique
solution. In order to understand the result, note that the assumption on parameter values
imply that the technology preferences are strong compared with the network effect. Assume
for the moment that H(z) < 1 for all z and suppose as an example that all types increase their
threshold value y”(z) with A units. This increases the density function H with A/(1 — a)
units. The increased utility of joining network H due to network externalities is thus Ag/(1—
a). The increase in transportation cost for the marginal agent however is At, which is greater
than Ag/(1 — a) by assumption.

As a result, self-fulfilling prophesies is not an issue in this model: an increase in the
number of agents going to one network increases the attractiveness of the network, but not
sufficiently much to compensate for the increased transportation costs for the new agents.

Given proposition 1, we can easily show that H¢(z) has the following properties:

Lemma 1 The equilibrium function H¢(z) has the following properties

i) H¢(2) is symmetric around z = 0, H(z) = H(—2). If pa = pp then H(z) =1 —
H(1 = z) for all ze[0,1]

i) For all values of z where 0 < H¢(z) < 1, H®(2) is strictly decreasing in z for z > 0 and
strictly increasing in z for z < 0 (except in the special case where H¢(z) = 0.5 everywhere,
see below).

iti) H can be written as a function of pg — pa and is increasing in pp — pa for all z

5See e.g. Sydsater, Strgm and Berck (2005) or Stokey and Lucas (1989).

9



Proof in appendix.

The equilibrium function H¢(z) is rather difficult to analyze. However, in the case with
pa = pp we can derive some nice properties for the function, and since we are mostly
interested in the symmetric equilibrium this is also the most interesting case. With p4 = pp
and g = 0 it follows that an agent chooses the A network if and only if y < 0.5. Denote the
equilibrium distribution in this special case by H'(z). It follows that

1 1-—
H(z) = 1 S a“

1/2 — alz| , 1 1-a 1

H' = — f  —- <|z| < —

(2) l1—a ' 2a a < |2l 2a
1
H'(z) = 0 if |z|>2—
a

For § > 0, the equilibrium H is as follows: for |z| < 1/2 is H a concave function above H,
for |z| > 1/2 it is a convex function below H'.

Our next concern is how the H function depends on the underlying parameters. Our
first concern regards the spread of g. Define a g-preserving increase in the spread of g as a
transformation where mass is moved from the center to the periphery in a symmetric fashion,
analogous to mean-preserving increase in spread. We can then show the following result

Lemma 2 The equilibrium function H¢(z) has the following properties:

a) A g-preserving increase in the spread of g reduces H¢(z) for |z| < 1/2 and the reduction
is strict if 0 < H¢(z) < 1. The opposite holds for |z| > 1/2.

b) An increase in g or a decrease in t increases H¢(z) for |z| < 1/2, and the decrease is
strict if H*(z) < 1. The opposite holds for |z| > 1/2.

c) An increase in a (a reduction in 1 — a) increases H¢(z) for |z| < 1/2, and the increase
is strict if H¢(z) < 1. The opposite holds for |z| > 1/2.

Proof in appendix.

3.2 Equilibrium prices

In this section we derive the equilibrium prices p4 and pg. To this end, define
Nalpp —pa) = /H(Z;pB — pa)dz
Ng(pa —pp) = / [1 — H(z;pp — pa)ldz =2 — Na(pp — pa)

Thus N4 and Np denote the total number of agents in the two networks. Suppose the per
agent connection cost is ¢;,7 = A, B. The profit of firm ¢ can be written

T = (pi - Ci)Ni(p—i - pz')

with first order conditions
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Ni(p—i —pi) — (pi — Ci)Nz‘,(p—i —pi) =0 (10)

and second order conditions
—2N/(p—i —pi) + (pi — &i))N]' (p—i — pi) <O (11)

With identical costs, the first order conditions for maximum are given by

1

N(0) (12)

pa=pp=cCc+

Due to symmetry, N(-) is odd, and thus has an inflection point at zero. Hence N”(0) = 0,
and the second order conditions are satisfied locally. Finally, it follows directly from (10)
that (12) is unique.®Note the similarity with the standard Hotelling model. In that model,
N’(0) = 1/t, which gives ps = pp = ¢+t as usual.

It is hard to show generally that the second order conditions for the firms maximiza-
tion problem is satisfied globally. If not there may exist mixed-strategy equilibria. In the
symmetric case (with c4 = cp) or close to the symmetric case, the second order conditions
are always satisfied locally. Furthermore, we are able to demonstrate uniqueness in the gen-
eral case in the two market configurations analyzed below, referred to as global and local
competition.

4 Characterizing equilibrium

In what follows we want to characterize the equilibrium in some detail. To simplify the
exposition we assume that c4 = cg = ¢. The general case is briefly discussed in footnotes. We
distinguish between three types of equilibria; with global competition, with local competition
and a intermediate case referred to as having hybrid competition. Global competition refers
to a situation where H(z) < 1 for all z, so that there are marginal consumers for all social
locations. We show that in this case, global network externalities play an important role.
Local competition requires among other things that H(z) = 1 around z =0 (and H(z) =0
around 1). In this case, global network externalities play no role at all, and network effects
play no role for the degree of competition.

4.1 Global competition

With global conpetition we refer to equilibria where H¢(z) is strictly between zero and one
at all social locations z. Thus, competition is global in the sense that firms are competing
for agents (there are indifferent agents) for all locations z. In the appendix we show that a
sufficient condition for global competition is that

g <t(l—2a)
6Tt follows from (10) that 5 At = Qi\k‘li"(‘;;ﬁ ‘;l). If p4 exceeds pg, the left hand side exceeds one whereas

the right hand side is strictly below one.
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The left-hand side is an upper bound on the social gain of being in the A-network, while
the right-hand side shows the largest technological preference for the B-network over the
A-network when located at z = 0 (obtained when £ = 1, see equation 1). The condition
states that if the latter dominates the former, H(z) < 1. A necessary condition for existence
of global competition is that

1—a>1/2

The latter follows from the fact that at z = 0, the highest possible value of 3 is 1 —a. As the
social value for this person of joining the A-network is bigger than the social value of joining
the B-network, a necessary condition is that this person has a technological preference for
the B-network, i.e. that 1 —a > 1/2.

Furthermore, global competition is more likely if g is sufficiently close to the uniform
distribution on [0, 1], in the sense that a bigger set of other parameter values will lead to
global competition (social location does not matter for social interaction). It is trivial to
show that if g is uniform on [0, 1], there is global competition whenever 1 —a > 1/2.

Lemma 3 Suppose 0 < H¢(z) < 1 for all z. Then

1
N()=—o 13
0= (13)
Proof. We want to show by construction that dH¢(z)/dp4 is the same for all z. Suppose
this is the case, and differentiate (5). This gives

tdy™(z) — gdH = —dpa/2
From (9) it follows that dy™ = (1 — a)dH, which inserted gives
[t(1 —a) —gldH = —dpa/2

By construction, H® +dH is an equilibrium distribution, and as the equilibrium distribution
is unique it is also the only one. As the social circle has a circumference of 2, dN4 = 2dH,
and this gives (13). m

Inserted into (12) it follows that the equilibrium price is given by (with topscript G
indicating global competition)

pi=pf=c+t(l—a)—7 (14)

This is analogous to the equilibrium price level with global network externalities, see Laffont,
Rey and Tirole (1998). Most importantly, the existence of network externalities increases
competition and decreases prices. The point is as demand becomes more price sensitive: a
reduction in price brings in new agents. This makes the network even more attractive, and
even more agents are attracted to the network, and it is the existence of transportation costs
that keep demand from exploding.” Furthermore, note also that the shape of g does not
influence for network pricing, only g.

"Consider briefly the general case where ¢4 may differ from cg. Under global competition N”(-) = 0,
hence (10 ) yields a unique equilibrium.Thus equilibrium prices are p; = ¢; + (1 — a) — 3.
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The factor 1 — a reflects that the transportation costs becomes less important when
technology preference y is more affiliated with social location z. To be more specific, note
that for any given z, the "distance" between the most extreme agents in technology space
is exactly 1 — a, not 1 as in the standard model. Absent global network effects, an increase
in p4 will therefore imply that a larger fraction of the customers at any z switches supplier.
The reduced maximum distance between the two alternatives has exactly the same effect
as using the transportation cost parameter ¢ proportionally. As a consistency check, note
that when 1 —a = 1 (no relationship between social location and technological preferences),
p = c+1t+7 as in Laffont, Rey and Tirole (1998).

4.2 Local competition

With local competition we refer to equilibria for which H(z) = 1 on sufficiently large intervals
around z = 0 and H(z) = 0 around z = 1. To be more precise, define z5 > 0 to be the
smallest value such that g(2z9) = 0. In equilibria with local competition, we require that
H(z) = 1 on an interval around 0 containing [—zg, z0]. The interval at which H(z) = 1 is
thus sufficiently large so that the social value of bringing in more customers in one end of
the interval for persons at the other side of the interval is zero. Due to symmetry, it then
follows that H(z) = 0 on an equally large interval around 1.

Note that z; is exogenously determined by the shape of g. For local competition to exist,
it must be so that zp < 1/2. As the social value of joining supplier A is greater than that
of joining supplier B, a sufficient condition for local competition to exist (in the symmetric
case) is that all agents with social location at zy has a technical preference for the A network,
or from (1) that azy + (1 — a) < 1/2. This is always satisfied if 1 — a is sufficiently small.

With local competition, the equilibrium distribution H has some remarkable properties.
Let H(z) denote the equilibrium distribution of customers when Ap = 0, and let HA?(2)
denote the equilibrium distribution of H for a small Ap = p? — p. Furthermore, denote by
2! the highest value of z such that H(z') = 1. Then the following holds:

Lemma 4 With local competition for both Ap =0 and pg — pa = Ap, the following holds
a) For all z; > 0, HAP(2;) = H°(z; — 0), where § = %
b)

N'(0) = (15)

Proof. a) Consider any value z; > 0. We want to show that H2P(z;) = H%(z; — )
is an equilibrium. Suppose it is true. For z; < § it then follows directly from (9) that
H”?(2) =1 = H°(z — ). We therefore concentrate on the case where z; > ¢. Then we can
show

H?(z) = max |min ng(d(27Zi))Hiz§Z)_dz)+ AP;?H _mzi,ll ,0] (16)
I B [ —6))[7;‘(’§zzd;+ T ta(z —5)71] 70] a7
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To see this consider then the integral. Inserting H”?(z;) = H°(z — §) and taking into
account that g(d) = 0 whenever d > 2z, gives

2i+2z0

/g(d(z,zi))HAp(z)dz:/ g(d(z, %)) H?(2)dz
Q

2i—220

zi+220 zi—0+229
- / g(d(z, z))H(z — 0)dz = / 9(d(z, 2z — 0))H (2)d=

7;—220 7;—6—220

_ /Q o(d(z, % — 0)) H(2)d=

It thus follows that H°(z—¢) satisfies the fixed point H? = I'’( H?) and is thus an equilibrium.
Furthermore, since we know that the equilibrium is unique it is also the only equilibrium.
b) Due to symmetry we have

217% 1*Z1+% 1
A
N(-)=2 / ldz + / H(z—2—f)dz+ / 0dz
0 Zl*% 1*21+%

Differentiating with respect to Ap yields the result. =
By inserting (15) into (12) it follows that (with topscript L indicating local competition)

ph=pp=c+at (18)

Proposition 2 Suppose the network externalities are local. Then the network externalities
have no effect on equilibrium prices.

As mentioned above, the additional value for the marginal agent of increasing the net-
work’s market share is positive and proportional to g > 0. Still, this will not influence the
pricing decision of the firm.

To gain intuition for the proposition, first note that global network externalities tend to
increase price competition, because they increase the price elasticity of demand. Reducing
the price will then increase the size of the network, and this will make the network even
more attractive. This mechanism does not hold with local externalities. A reduction in price
will increase the network size, and this has a substantial effect on the utility of the agents
that previously were marginal. However, these agents are now inframarginal. The utility
of joining the network for the marginal agents is unchanged (taking into account that the
identities of the marginal agents also change).

Finally, note that the the technology preference influences prices in a different way with
local than with global competition (at in 18 and (1 — a)t in 14). Again this reflects how
different competition works in the two cases. With global competition, there are marginal
customers for all z. For a given z, the technology preferences are spread over an interval of
length 1—a, and the relevant "transportation cost" is thus (1—a)t. With local competition it
is different, as a price increase in this case shifts the entire distribution to the right. Consider
a person at z = 2! > 0 (the highest value of z such that H(z) = 1. An increase in the price
shifts this point to the right, without changing the social value of joining the network. It
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follows that 2! must fall sufficiently much so that the person with noise parameter drawn
at ¢ = 1 still is indifferent between joining the network and not. Given ¢ = 1, technological
preferences are spread over an interval with length a (as z moves from 0 to 1), and the
relevant transportation cost is ta.

4.3 Hybrid competition

Hybrid competition occurs if there is neither global nor local competition in equilibrium, i.e.,
when H(z) =1 for |z| close to one while H(z) < 1. Hybrid equilibria may exist for a wide
range of parameter values. A sufficient condition for the existence of hybrid competition
is that @ < 1/2 (which rules out global competition) and z; > 1/2 (which rules out local
competition).

4.4 Type of competition and competition intensity

Recall that 2! < 1/2 is the highest value of 2! such that H(z') = 1. Consider a shift in
parameters. We say that the equilibrium is getting closer to the global competition whenever
a shift in parameters reduces z;. Analogously, we say that the equilibrium is getting closer
to local competition whenever a shift in parameters increases 2! and decreases 2°. We want
to analyze how such a shift influence competition. To get clean result we look at shifts that
does not influence pricing with pure local and pure global competition, that is, g— preserving
increase in spread as defined above. From Lemma 2 the following Lemma is immediate

Lemma 5 A g-preserving increase in spread implies that the equilibrium is getting closer to
global competition and further away from local competition
We can then show the following proposition

Proposition 3 Suppose the equilibrium is getting closer to global competitions (and further
away from local competition) as a result of a g-preserving increase in spread. Then the
equilibrium price 1s always larger with local competition than with hybrid competition, and
always lower with global competition than with hybrid competition.

Proof. In appendix. m

5 Efficiency

In this section we derive the optimal distribution of agents over networks, and refer to this
as composition efficiency. An important issue here is the total social value created in the
two networks, defined as
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Vi — / / o(d(z %)) H (2)H () dzd
Ve = //g(d(z, zi)) (1 — H(2))(1 — H(z))dzdz;

where V), and Vp are the total social value created in A and B, respectively.
Let us first derive the distribution of agents on networks that maximize the number of
connections, see appendix for proofs. Given that the two networks are equally large (that is,
11

Jo H(z)dz = 1) , we show that the social value is maximized if H(1Z) = 1for all z € (-3, 5]

and H(z) = 0 otherwise. The social value is minimized if H(z) = 5 for all 2.

The number of connections is minimized if H(z) = 0.5 for all z, in which case each agent
can communicate with exactly half of her friends. The number of connections is mazimized
if H(z) equals 1 up to a certain z value and then jumps to zero. However, in that case some
of the marginal agents bear a high cost associated with a strong technological preference
for the other network than they are attached to. Hence there is a trade-off between the
social benefit of increasing the number of connections and costs associated with technology
preferences.

Similarly, for a given distribution H(z) let T4 and Tz denote the aggregate "travel cost".

It follows that

Y™ (H(2i))
Ta :/ / tydF (y; z;)dz;
Q

0
1
Tp = / / t(1 —y)dF(y; zi)dz;
Q
y™(H(2i))

where F'(y; z;) is defined in equation (2) and where y"(H(z)) = a|z;|+ (1 —a)H(z) (from 8).

We say that H*(-) is composition efficient if it coincides with the social planner’s al-
location of agents on networks. A composition efficient distribution H*(z) maximizes the
aggregate agent utility and aggregate profits. Clearly, the optimal allocation solves the sum
of connections net of total transport costs,

maxW = maxVy + Vg — Ty — Ty all 2;¢[0, 1]
H(z) H(z)

The first order conditions for maximum writes

d[?/(‘;) = 2/g(d(z, z))VH(2)dz—ty™(z;)— {2/g(d(z, i) (1 — H(2))dz —t(1 —y™(z))| =0

(19)

which can be expressed

:pB—PA—ﬁ—F%

570~ [ ald(e. ) () :
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Thus H*(z) is a fixed-point to the mapping I'Y given by

[ otz ) B (2)dz + P2 — ey
%(1 —a) ’

['H*(z;) = max |[min 1[,0 (20)

If we compare (9) and (20) we see that the only difference between I'" and I'Y is that ¢ in T
is replaced with ¢/2 in I'Y. Hence following proposition is immediate

Proposition 4 The equilibrium distribution is not composition efficient. The social efficient
composition profile H*(-) is steeper than the equilibrium profile H(-). Thus, for |z| < 1/2 it
follows that H*(z) > H(z) with strict inequality whenever H(z) < 1. The opposite is true
for|z| > 1/2.

The result follows from Lemma 2 b) and the fact that the planner’s solution is equivalent
with the market solution with ¢ replaced by t/2.

The efficiency result is quite intuitive. The consumers, when choosing between suppliers,
trade off travel cost and social gains. However, there is an externality associated with the
latter but with the latter: the social value of joining a network gives rise to an equally large
social gain for the agents that have already chosen the same supplier. As a result, the planner
puts twice as much weight on social value relative to transportation cost as the market, or
equivalently half as much weight on travel costs.

For z; < 1/2, H%(z) > 1/2. Thus, the agent located at z obtains more social value by
joining the A-network than the B-network. For the same reason, the positive externality
of joining the A-network is larger than the positive externality associated with joining the
B—network, and it follows that H*(z;) = H(2;).

To be even more precise, by inserting from (5) in (19) we find the marginal social value
of increasing the A network’s market share at z; evaluated at H¢(z;) is given by

d;% — [t e - [ gl )0 - HE):

which captures the net externality associated with the choice of network. Again observe that
the net externality is positive if the marginal agent at z; has a majority of friends in the
A-network. Hence, when a agent located at z; < 0.5 (hence has her majority of friends in
the A-network) joins the B-network (due to her technological preference for B), she exerts a
negative net externality since the majority of her friends suffer. Thus, compared to first best
composition efficiency, too many agents with social location below 0.5 choose the B network,
and too many above 0.5 choose the A network. Hence the welfare maximizing distribution
H*(z) is steeper than the equilibrium contribution.

6 Endogenous agent heterogeneity

It is well known that differences between marginal and average agents may give rise to distor-
tions. This was first explored in Spence (1975). He studied a monopolist’s choice of product
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quality level, and showed that this will depend on the marginal consumer’s preferences for
quality. A social planner’s choice of quality, by contrast, depends on the average preference
for quality among the consumers. If marginal and average valuation differ, the quality level
chosen by the monopolist is not socially optimal.

Local network externalities give rise to a certain structure on the difference between the
marginal and the average agents in a network. The marginal agents obtains less utility from
social interacting than the average agent. If we extend the model by including more choice
variables for consumers this difference between the marginal and the average consumer will
lead to new distortions, which are absent with global network externalities.

6.1 Communication intensity

In this subsection we assume that consumers, when connected to a network, choose how
intensively to use the network. A very natural example here is communications, where usage
depends on the number of people a person communicates with. With a club interpretation
usage may be how many times a member uses the club, and with platform competition it
may be the number of applications purchased. The firms compete by offering two-part
tariffs, with a fixed fee (connection or membership fee p) and a usage price ¢q. Both are set
by the two firms simultaneously and independently.

Our driving assumption is that utility of usage depends positively on the social value
of the network to the consumer. This is obviously the case in a communication network,
where ¢() can be interpreted as the number of "friends" in the network. In what follows
we therefore use communication networks as our reference. We assume that the utility
obtained by communicating with one friend is w(z), where x is usage. If the consumer has
N friends in the network, we assume that total utility is w(x)N. As all friends are equally
valuable, all consumers choose the same communication intensity = with all friends (the
exact specification of preferences at this point is not so important. For simplicity, we assume
that only communication paid by the agent gives rise to utility.® Finally, an agent can only
communicate with the agents in the same network. Compatibility is discussed in the next
section.

The net surplus v(ga) for a consumer attached to network A for each "friend" in that
network is given by

v(ga) = Mazlw(z) — gaz]

We write the optimal usage as a function of g4, x(g4). Note that x(ga) = —v'(qa).
Then we turn to the assignment game. Given prices ps and g4, the net surplus for a
agent (z;,y;) of joining the A network is

g z) = o — tyi + 0(ga) / 9(d(z, 2)) H(2)d= — pa (21)

and similarly, the net benefit of joining the B network is

u? (ys, i) = o — t(1 — i) + U(QB)/g(d(Z, zi))[L — H(2)ldz — pp (22)

8Note that the social externality identified in the previous section is still present: If a person joins a
network, her "friends" in that network obtains utility from having one more person to contact.
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As above, if all z; types prefer the A network then H(z;) = 1, and if all prefer the B
network H(z;) = 0. Otherwise, z; types are divided in two groups. Those with technol-
ogy preference y; < y™(z;) who prefer the A network, and y; > y™(z;) who prefer the B
network. From equations (21) and (22) it follows that the indifferent consumer has tech-
nology preferences given by agents with technology preference y(z;) are indifferent, that is

ut(y(2i), z:) = u(y(2i), 2) or
() - S [oe s pa(ayas - REPAZHIIEL oy

By following exactly the same procedure as when deriving (8), it follows that we can write
the equilibrium of the assignment game as a fixed point H = I'* H, where the mapping ['* is
defined as

U(QA)—;'U(QB)/g(d(Z, 2))H(2)dz + I%U(QBW — talz|
t(1—a) ’

['"H(z;) = max |min 11,0

(24)
Note that for given ¢4 and ¢p, v(g4) and v(gp) are constants, hence we can show existence and
uniqueness of the fixed point in exactly the same way as above. We refer to the equilibrium
distribution as H*(z) (which of course depends on prices)
The profit of firm A is given by

A= (pa— c)/H(z)dz + 2(q4)(qa — c)//g(d(z, 2))H(2)H (z;)dzdz; (25)

The first integral is the size of the network (the number of customers). The double integral
shows the aggregate number of communication links in the network. Note that the firm
not only care about the size of its network, but also its composition (the social location of
its customers), as this influences the amount of communication that takes place within the
network.

We want to characterize equilibrium in the symmetric case. Since the optimizing with
respect to p4 corresponds to the simpler case above, we focus on the choice of usage price ¢4.
Maximizing 4 with respect to g4 yields the following first order condition (see appendix for
details):

[1 —z(ga) + (g4 — ¢)2’(qa) =0 (26)

where

DO =

— g
: //g(d(z’ 2))H(2)H (z;)dzdz;

Note that in the symmetric equilibrium, the agent located at z = 1/2 has half of its friend in
both networks. For marginal customers at z < 1/2 they have more than half of their friends
in the network, and vice versa for z > 1/2. Due to symmetry it follows that the nominator
shows the average number of friends for the marginal agents. The denominator shows the
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number of communication links, which is equal to the average number of friends in the entire
network (since the measure of agents in the network is 1 in the symmetric equilibrium). The
variable v thus measures the average number of friends for the marginal agents relative to
the average number of friends of all agents attached to the network. Note that v € (1/2,1].

The second term in (26) captures the demand effects of the usage price, which can be
divided in two parts. The first part is the standard direct negative demand effect 2'(g4). The
second part is the indirect negative demand effect from the change in network composition.
A higher usage price implies hurts the marginal agents with many friends in the network
(z low) more than those with a few friends in their network (z high).The H function thus
decreases for values of z above 1/2 (with many friends) and decreases for z > 1/2 (with few
friends in the network). As a result the total amount of communication decreases.

It follows that the profit-maximizing traffic price exceeds marginal cost. Local externali-
ties creates agent heterogeneity, and traffic price can be used as a rent extraction device. In
this case the marginal agent has a lower level of exchange than the inframarginal. Hence,
the network owner is better off increasing the usage price slightly and compensate the mar-
ginal agent by reducing the fixed fee. The firm thus trades off efficiency for the "low-type"
(marginal) agents and rent extraction for the "high-type" (inframarginal) agents.

Proposition 5 The firms set the communication price q, k = A, B above marginal cost.
Thus, the communication price exceeds the price level that induces a static first best level of
traffic represented by marginal cost pricing .

It can be show that this result does not depend on the particular specification of two
part tariffs. With an optimal general contract, increasing the usage price for marginal agents
relaxes the incentive compatibility constraint of the inframarginal workers, and hence enables
to firm to extract more rents from the latter. Finally, the effect is weakened by the negative
effect increased usage price has on the composition of the network. As long as the network
has a positive margin on usage, this is costly for the network.

The network owner price internal traffic as if he had some degree of market power, where
the degree of market power is captured by the relative deviation between the marginal and
average intensity of exchange. With global network externalities, symmetry between agents
prevails (hence v = 1), which means that the network adopts marginal cost pricing. Note
that 7 > 1/2. Denoting the inverse demand elasticities of x(g4) by ¢, the equilibrium usage
price (assuming constant elasticity) is

1
= —
1—c[l—1]

Note that v decreases in network size, and approach 1/2 when the network goes to infinity.
Thus, large network will have a stronger incentive than small networks to overprice traffic.
BRA

Consider the socially efficient usage price. In the proposition we referred to static first
best usage price as marginal cost pricing. Define the constrained efficient usage price as
the usage price that maximizes net welfare given that agents are distributed according to
individual optimization (i.e., the price that emerges if a planner could set the usage price
but make no other decisions). Then the following holds:

qa (27)
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Proposition 6 The constrained efficient usage price is below marginal cost under pure local
network externalities.

The proposition is almost like a corollary to proposition 4. Note that there are no
externalities related to communication intensity (since only the payer gets utility from com-
munication). However, the externality identified in a previous section related to the agents’
choice of network carries directly over to this setting. It is trivial to show, analogous with
the results above, that the socially optimal H (for given v) solves (24) with ¢/2 substituted
in for t. As we have seen, a low usage price increases the steepness of the H function. It
follows that by subsidizing usage, the planner can make the distribution function steeper
and thus closer to the socially optimal distribution.

It thus follows that the market solution for usage pricing distorts the distribution of H
in the wrong direction, and leads to a distribution of agents on the networks that are even
further away from the optimal distribution.

6.2 Compatibility

We will now discuss the agents’ incentives to undertake investments in order to make the
networks compatible. We focus on the situation with one-way compatibility. Thus, network
A may give its members (inferior) access to network B by undertaking an investment C'. Let
04 < 1 denote the degree at which the agents in network A can utilize network B, and write
the cost of compatibility as C'(64).

The timing of the game is as follows: Firms first set prices p;, i = A, B and the degree
of compatibility 6;, : = A, B, independently and simultaneously. Then agents choose which
platform to assign to. The utility of a agent in network A is then given by

uA(yi, zi) = a—ty; + /g(d(z, zi))H(z)dz + QA/g(d(z, zi)) (1 — H(2))dz — pa (28)

By doing the exact same reasoning as in the previous subsection it follows that the equilib-
rium distribution H¢ is a fixed-point to the mapping

I'“H(z) = max [mm {(1 - @) /g(d(z, 2))H(2)dz + 22— LA (21 —0a)g+ L ,0]

Network A’s net profit equals
S / H(2)dz — C(0,) (30)

The firm will choose a degree of compatibiliy such that the marginal customers valuation
of compatibility, on the margin, equals marginal cost.

—C'(0a) =0 (31)

N |

The socially efficient degree of compatibility is valuable to the agents and allow the
network to raise access price without making the marginal agents (on average) worse off -

21



this is captured by the first term of (31). In optimum the network’s marginal gain from
compatibility exactly balances the marginal cost of compatibility.

The socially efficient degree of compatibility (contingent on equal market shares), by
contrast, maximizes welfare given by

_y(zz)
W = // iy 23) fys — 2i)dysdz; + // Byiy z) f (yi — 2i)dyidzi (32)
—C(0

Maximizing (32) w.r.t. 64, given that 04 = 0p yields the first order condition,

// (2,2))H(2z)(1 — H(2))dzdz; + 3(?{{?/2)) df;;(j) —C'(0) =0 (33)

The first term in (33) is the average agent value of compatibility. The second term captures
the composition effect of a higher degree of compatibility.

If the network externality is global, a comparison of (31) and (33) shows that the mar-
ket solution is optimal: Average agent value coincides with marginal agents value due to
anonymity, and the composition effect is zero. With local externalities both terms matter.

With local network externalities, the marginal agents value compatibility higher than
the average agent, since the marginal agent communicates more with the agents in the other
network than does the average agent. Since the firms compete for the marginal agent, it is
his/her preferences that governs the choice of compatibility, and therefore too much resources
are spent on making the systems compatible compared with the socially optimal level. Hence
the first term in (33) is strictly lower than g/2.

Consider then the composition effect. Increasing 64 has a partial negative effect on
composition efficiency since it attracts agents that communicate intensively with the other
network (that is types z; > 0.5) and punish agents with most of their friends in the A-network
(types z; < 0.5). Hence the H(z) profile becomes flatter. Thus, the second term of (33) is
negative. This yields the following result.

Proposition 7 Suppose the network externalities are local. Then the firms have too strong
incentives to make the networks (one-way) compatible.

7 Concluding remarks

This paper contributes to the small but growing literature on local externalities. We demon-
strate the local externalities do not stiffen competition. Furthermore, due to the coordination
problem that arises with non-anonymity, the equilibrium suffers from composition efficiency.
Finally we derive the effects of local externalities on price setting when networks charge two
parts tariffs.
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8 Appendix

Proof of Lemma 1

i) Suppose the equilibrium is not symmetric around 0. Then there exists a strictly positive
number 2’ such that H(z") # H(—z'). But since the model is symmetric, there must exists
another equilibrium distribution H' defined as H'(z') = H(—Z') and H'(—Z") = H(%'). Since
the equilibrium is unique we have thus derived a contradiction. The claim that if py = pp
then H(z;) =1 — H(1 — z) for all z;¢[0, 1] can be proved by exactly the same argument

ii) Suppose H(z) is strictly increasing in z at an interval in [0, 1]. It follows that H has
a local maximum for some z* # 0. Define 2’ as the highest value of z less than z* such
that H(z') = H(z*). If z* is also a global maximum, let z/ = —z*. Now define a new
distribution function H(z) such that H(z) = H(z*) on [¢,2*] and H(z) = H(z) otherwise.
Since, by construction, H (z) > H(z) for all z and strictly greater on the interval (z/, z*) it
follows that T H (z) > I'TH(z), with strict inequality on [2/, 2*], T' = 1,2.... Since H(-) is a
contraction there exists a fix point Hy(z) = le—{lc}o I'"H(z) > H(z), which is a contradiction

due to uniqueness.

Finally, suppose H is decreasing but not strictly, and constant at some interval [zq, z5],
and strictly decreasing otherwise. This cannot be an equilibrium either. The agent localized
at z1 obtains stronger network effects than one localized at zq, hence y™(z1) > y™(z22). From
equation (7) it then follows that I'H(z;) > I'H(23), and H cannot be a fixed point

iii) From (9) it follows that I', and thus the fixed-point H, depends on the difference
pB — pa. Let H*(z) denote the initial equilibrium, and consider an increase in pg — pa. It
follows that TTH* > H*, with strict inequality for all z where 1 > H*(z) > 0. The result
thus follows from monotonicity, see proof Proposition 1.

Proof of Lemma 2.
a) The following Lemma is used in the proof:

Lemma 6 Assume Hy(z) is symmetric and that Ho(z) < T'Hy(z) for all ze[0,1/2) with
strict inequality for some z. Then Hy(z) < THy(z) < TT 1 Hy(2) < TTHy(z) < H(z) and
'™ Hy(z) = H(2). For ze[1/2,1) and ze|—1,—1/2) the signs are reversed.

Proof of Lemma 6: Due to symmetry we have that T'Hy(3) = Ho(3) = H(3) = 3 and
similar for z = —3. Also, due to symmetry I'Hy(z) — Ho(z) = T'Ho(1 — z) — Ho(1 — 2) for all
z. Observe that all marginal agents with social location ze(—%, %) are at least as good off
with T'Hy(z) as with Hy(z), and some are strictly better off, thus I?Hy(z) > ['Hy(z) with
strong equality for some. This holds for each step I''. QED

Let us then return to the proof of Lemma 2. We first provide intuition for the proof. As
will be shown, H is concave on [—3, 3] and convex on [3,1] and [~1,—3]. A g-preserving
increase decreases the number of friends an agent has on concave segments and increases
the number of friends on convex segments However, since agents with social location on

[—3, 3] have a majority of their friends on [—3, 1], the concave segment weights more. Thus
H reduces on [—1,%]. On [3,1] and [—1,—3] H is convex, and with the same argument H

increases. This reasoning is shown formally below.
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We first prove that if H(z) is concave on [—%, %], then it is strictly concave on every
11

segment on (—3,3) at which H(z) < 1. Afterwards we prove concavity.

Consider segments where H(z) < 1. Assume on the contrary that H(z) is linear on a
subinterval [z, z;] C (0,3), and on [—z;, —%] by symmetry. It is now convenient to change
notation. Denote by v(v) := g(d(z, z+v)), the number of friends located at distance v from
z. Due to symmetry, v(v) does not depend on the agent’s own location as such, only on the

distance. Let g(z) denote the equilibrium number of friends of an agent located at z,
1
3) = [ A H(+ o)
-1

Consider any two marginal agents 2’ < 2" such that 2'e [2;, ;] and 2"€ [z, 2;]. It follows
from (5) and (8) that

H(2') — H(2")

oyl

77 =t[0-a

% is the slope (in absolute value) of H(z) over the linear segment [z;, z;]. Thus,

comparing agents at z’ and z”, the difference in their number of friends is proportional to
the distance (2” —2’). Hence, considering an in between agent z; = Az; + (1 — \)z;, we have
under the assumed linearity of the H(z) function that

gz + (1= XN)z) = Aglzi) + (1 = Ng(z)

We will now show that g(Az;+(1—X\)z;) > Ag(z;)+(1—A)g(z;) contradicting the assumed
linearity. We have that

Ag(zi) + (1= A)g(z)

= )\/_ Y(v)H (2 + v)dv + (1 — )\)/ v(v)H (2 + v)dv

1 -1

_ /_ () NH (2 + 0) + (1= N H(2; + v)] d

1
Denote by A = HTZJ Let © and v be defined as follows (see figure below)
T =

Let Q4 := [v,—7] and Qy := [—1, =] U[z, 1].
Then we can write

A /_ S0)NH (4 )+ (1= ) H(z +0)] do
= )\/Q Y(0) AH (2 +v) + (1 = N H(z + v)] dv
—|—)\/Q Y(0) AH (2 +v) + (1 = N H(z; + v)] dv
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Since H(z) is concave on [—%, %] by assumption, we have that

/ INH (2 4+ 0) + (1= NH (2 +v)]do < / (H(\z + (1= \)z;)do
Ql Ql

Observe that 7 is defined such that AH (z;+7)+(1—\)H(z;+7) = H(1/2), which follows
directly from the symmetry of H around 1/2. The equivalent result holds for v.

On [—3,—1] and [$,1] H(z) is assumed convex, thus

/ AH (2 +v) + (1 = N)H(z; +v)]dv > / [H(Az; + (1 — N)z;)]dv

Qo
Finally, due to symmetry the following must hold

/ INH (2 4+ 0) + (1= NH (2 +v)]dv = / HOw+ (1= Nz)do = = (34)
QU QU 2

Let Q7 :=[0,9], QY := [v,0], Q" := [7,1], Q¢ := [~1,v]. Since 7y(v) is single
peaked with maximum at v = 0, we have that vy(v') > v(v”) for any pair (v',v”) such that
v'e Q7 and v”e Q5% and y(v') > v(v") for any v'e Q7 and v"e Qy“Y. Thus, integrating over
the circle, the concave segment on €2; has a higher weight than the negative segment €,
that is

/Q () NH (25 +0) + (1= N H (2 + 0)] do

< /QV(U)[H(/\% + (1= N)z;)]dv

This contradicts linearity.
It remains to show that H(z) is concave on [—1 1

—5,5]- Assume not. We can now prove

concavity on [—%, %], by symmetry this also proves convexity on remaining parts of the
circle. Assume [ (z) has strictly convex segments on [—3, £]. Denote by H*(z) the envelope

of H(z) on [—1,1]. Accordingly H'(z) has linear segments everywhere concavity on H (z) is
not satisfied. As above refer to such intervals as [z;, z;]. For all z ¢ [—1, 1], segments that
are strictly concave are replaced by linear segments. Hence H'(z) is symmetric. Clearly,
all z on the intervals [—3, 3], who are not on [z, z;], are better off with H'(z) than with
H(z),thus TH'(z) > H'(z) on these intervals. Consider then intervals [z;,z;]. As shown
above, T'H'(z) > H'(z) for all ze[z;, z;]. It follows now directly from the reasoning above
that PH'(z) > H'(z) for all ze[—1,1] and T'H'(z) < H'(z) otherwise. Then it follows
from Lemma x that there exists an equilibrium H(z) > H'(2) contradicting the suggested
equilibrium.

b) and ¢) Due to Lemma (6) it is sufficient to consider the first round effect of parameter
changes. Let Hy(z) denote the initial equilibrium, and consider an increase in g, a decrease

in t or an increase in a. Then it follows that I'Hy(z) > (>)Hy(z) for all z < (>)1/2.

Existence of global competition.
Recall that H(z) reaches a maximum at 0. In a symmetric equilibrium with p4 = pp it
follows from (9) that we have global competition if

25



—g+t

/g(d(z, 0))H(z)dz + <t(l—a)

Since / g(d(z,0))H(z)dz < g, a sufficient condition for global competition is

gt
g+ 2

< t(1—a)
g < t(l1—2a)

Proof of Proposition 3
The following Lemma is used:

Lemma 7 Assume Hy(z) = T'Hy(z) > Ho(z). Then T'Hi(z) > H;(2)

Proof. Assume on the contrary that I'H;(z) < H;(z) for some z. This is only possible if
the increase in A’s market share associated with the mapping from H, to H; has a negative
impact on the welfare of some members of the A-network. This is not possible since an
increase in market share has either a neutral or a positive impact on the welfare of any
network member. QED

Under global competition a reduction in p4 generates a vertical parallel shift in the H-
function of size 1/(¢(1 — a) — g), thus after the price change I'(Hy +1/(t(1 —a) —g)) = Ho +
1/(t(1—a)—7). Assume the equilibrium is characterized by hybrid competition, thus H = 1
around 0 and H = 0 around 1. Denote by Hj the equilibrium before the decrease in p4. For
the sake of the argument, allow H to take values strictly above 1: then from (9) the following
would hold: I'(Hy+1/(t(1 —a) —g)) = Ho+1/(t(1 —a) —g). Since H is upward constrained
by 1, consider the function Hy := Ho+min[1/(t(1—a)—7),1— Hg]. Then it follows directly
from (9) that I'[Ho+min[1/(¢t(1—a)—9),1— Ho|] < [Ho+min[1/(t(1 —a)—7),1— Ho)), with
strict inequality for some z. Due to Lemma (7) we thus know that there is an equilibrium
below I'[Hy + min[1/(t(1 — a) — ), 1 — Hp|] which due to uniqueness is the only equilibrium.
Since N’ is monotonically increasing in the derived change in H, it follows that N’ is always
larger with global competition than with hybrid.

Under local competition a reduction in p4 generates a horizontal parallel shift in the
H-function of size 1/ta. Assume the equilibrium is characterized by hybrid competition,
and refer to Hy(z) as the equilibrium before the price decrease. Consider the function
Hy(z) := Ho(z — 1/ta). By construction, the parallel shift captures the accumulated impact
from the increased number of friends "on the same side of the market". However, under
hybrid competition some agents get access to new friends on the "other side of the market",
thus I'Hy(z — 1/ta) > Ho(z — 1/ta) with strict inequality for some z. Thus N’ is always
larger under hybrid than under local competition. m

Maximizing versus minimizing social value
With two symmetric networks this is equivalent to maximizing V4 with respect to the

distribution H(z) subject to /H(z)dz =1, that is
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max / / gz — 2V H(2)H (2)dzd s.t. / H(z)dz = 1 all ze[0, 1]

H(z;)

with the associated Langrangian

/ { / gz — 2)H(2)dz — A] H(z)dz

Point-wize maximization yields the first order condition
/g(zi —2)H(2)dz— X > 0— H(z)=1
/g(z,- —2)H(z2)dz— X < 0— H(z)=0
/g(zi —2)H(2)dz— X = 0 — H(z) undetermined

Obviously there are two solutions satisfying the first order conditions, either H(z) = 0.5
all z, or H(z) = 1 for all ze[z’, —(1 — 2’)] where 2’ is arbitrary, and H(z) = 0 otherwise.’
The two solutions are referred to as the maximum and minimum solutions respectively.

Two part tariff - deriving first order conditions

It is convenient to characterize the optimal usage price (hence optimal subscriber com-
position) holding network size fixed (this requires an adjustment in connection fee), and
then afterwards characterize the optimal network size (which is to determine the optimal
connection fee). Due to symmetry, an increase in ¢4 matched with a decrease in p4 such
that —pa + v(qa)g/2 is constant will not change H(1/2) and will not change the size of the
network (but will reduce H(z) for z < 1/2 and increase H(z) for z > 1/2 in such a way
that symmetry is preserved). Increasing ¢4 and adjusting p4 such that the scale effect is
neutralized requires

<

dpa _ v'(qa)g _ —x(qa) (35)
qu 2 2

Maximizing (25) with respect to g4 subject to (35) yields the first order condition

—/H(z)dzM —i—pA/dH—(z)dz + [x(qa) + 2'(qa)(qa — ©)] //g(d(z, 2))H (2)H (2;)dzdz;

2 dqa
ralanaa o [ [ odc zi»dqu)

H(z;)dzdz; =0

Since %f) and H(z) are odd it follows that //g(d(z, zi))dH(z)H(zi)dzdzi = 0 and that

dga
/dH(Z) dz = 0. Hence

dga

90Observe from the first order conditions that the number of friends in the A network, / 9(z — 2)H(2)dz,

must be equal for all z; at which H(z;) is strictly between 0 and 1. Then it follows trivially that H can be
interior only if H = 0.5 everywhere.
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(1 —~]a(ga) + (ga — ¢)a'(ga) =0

where v := %g///g(d(z,zi))H(z)dzdzi.
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